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**===== CHANGE =====**

## 4.X Screen Content Coding

3GPP TS26.223 [X] specifies a client for the IMS-based telepresence service supporting conversational speech, video and text transported over RTP. Telepresence is defined as a conference with interactive audio-visual communications experience between remote locations, where the users enjoy a strong sense of realism and presence between all participants (i.e. as if they are in same location) by optimizing a variety of attributes such as audio and video quality, eye contact, body language, spatial audio, coordinated environments and natural image size.

For video, beyond the regular capabilities, telepresence UEs are recommended to support:

- H.265 (HEVC) Screen-Extended Main, Main Tier, Level 4.1

- H.265 (HEVC) Screen-Extended Main 4:4:4, Main Tier, Level 4.1

**===== CHANGE =====**

## 6.Y Scenario Y: Online Gaming and Screen Content Scenario

### 6.Y.1 Motivation

This scenario mostly motivates cases for which content goes beyond videographic content, an in particular includes computer generated imagery (CGI). Several application spaces are obvious and serve as motivation and reference, in particular gaming, 3D content and telepresence including screen and slide sharing.

According to the 2020 Mobile Internet Phenomena Report from Sandvine [9] gaming is continuing to grow on mobile network. The improved performance of 4G and the coming promise of 5G will continue to drive at least casual gamers to mobile networks.

Online gaming was discussed and introduced in detail in TR 26.928 [X]. At least the following use cases are in context of Online gaminig.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 5 | Untethered Immersive Online Gaming | VR | 6DoF | Streaming, Interactive, Split | XR5G-V3XR5G-V4 with gaming controller |
| 6 | Immersive Game Spectator Mode | VR | 6DoF | Streaming, Split | XR5G-P1XR5G-V3XR5G-V4 |

For raster-based split rendering, according to TR 26.928, clause 4.4, rasterized 3D scenes available in frame buffers are provided by the XR engine and need to be encoded, distributed, and decoded. According to clause 4.2.1, relevant formats for frame buffers are 2k by 2k per eye, potentially even higher. Frame rates are expected to be at least 60fps, potentially higher up to 90 fps. The formats of frame buffers are regular texture video signals that are then directly rendered. As the processing is graphics centric, formats beyond commonly used 4:2:0 signals and YUV signals may be considered. It is known from experiments that with H.264/AVC the bitrates are in the order of 50 Mbps per eye buffer. It is expected that this can be reduced to lower bitrates with improved compression tools as for example available for H.265/HEVC. For use case 5 from above and split rendering, encoding is required to be done in low-latency based on the considerations in TR 26.928. For the spectator mode, higher latency may be acceptable.

As an example, a comprehensive set of API including high-performance tools, samples and documentation for hardware accelerated video encode and decode on Windows and Linux for NVIDIA™ Video Codec SDK is available [N]. For example, in a game recording and streaming scenario like streaming to Twitch.tv using Open Broadcaster Software (OBS), encoding being completely offloaded to NVENC makes the graphics engine bandwidth fully available for game rendering. As of May 2020, the following formats are supported for hardware-based encoding as documented on the high-end Turing encoding:

- H.264 (AVCHD) YUV 4:2:0, YUV 4:4:4, and Lossless, all 8 bit, Max Resolution 4096 x 4096;

- H.265 (HEVC) YUV 4:2:0, YUV 4:4:4, and Lossless, all 10 bit, Max Resolution 8192 x 8192;

For telepresence and screen-sharing applications, some information related to video is collected in the following:

* MS Teams™ [B] as of end of 2019.
	+ There are several formats supported for video. Two key properties of a video format are its frame size and color format. Supported frame sizes include 640x360 ("360p"), 1280x720 ("720p"), and 1920x1080 ("1080p"). Supported color formats include NV12 (12 bits per pixel) and RGB24 (24 bits per pixel).
	+ A "720p" video frame contains 921,600 pixels (1280 times 720). In the RGB24 color format, each pixel is represented as 3 bytes (24-bits) comprised of one byte each of red, green, and blue color components. Therefore, a single 720p RGB24 video frame requires 2,764,800 bytes of data (921,600 pixels times 3 bytes/pixel). At a frame rate of 30fps, sending 720p RGB24 video frames means processing approximately 80 MB/s of content (which is substantially compressed by the H.264 video codec before network transmission).
* Other tools are for further study.

In typical cloud gaming environments, the game server produces rasterized frames at a fixed resolution, framerate and color bit depth which are negotiated with the player client. Negotiation takes into account game capabilities, player choices and eventually bandwidth contraints.

Typical characteristics of rasterized frames produced by the game engine are:

* Resolution of 720p, 1080p or 4K
* Framerate of 30fps, 60fps or 120 fps
* Typical color bit depth of 8bits (RGB frames) but higher bit depth may be offered for HDR compatible games

Rasterized frames are directly passed to a video encoder (typically H.264 but H.265 may be used in a few environments) and content is live encoded to fit target quality. As an example, the following quality categorization may be done:

* High Quality: 4k at 60/120fps with an average throughput of 60/100 Mbps
* Main Quality: 1080p at 60/120fps with an average throughput of 30/40 Mbps
* Low Quality: 720p/1080p at 30fps with an average throughput of 10/12 Mbps

### 6.Y.2 Description of the Anticipated Application

3GPP until now has very restricted set of services, but based on the considerations in clause 6.Y.1, the following encoding benchmark capabilities are considered for decoding:

- H.264 (AVCHD) YUV 4:2:0, YUV 4:4:4, 8 bit, Max Resolution 1920x1080 and 4096 x 2048

- H.265 (HEVC) YUV 4:2:0, YUV 4:4:4, 10 bit, Max Resolutions 4096 x 2048, 8192 x 4096

The considered scenario is low-latency streaming, possibly using UDP/IP based distribution. Important aspects that are expected to be considered when evaluating a codec in the context of this:

- Quality and Coding Efficiency:

- The ability to compress computer-generated content.

- The ability compress YUV 4:2:0 and 4:4:4 content

- Considered settings for encoding:

- Low-latency settings

- No specific error resilience mechanisms

- Encoding in this scenario is typically done as

- Real-time encoding

- Cloud-based encoding

### 6.Y.3 Source Format Properties

Table 6.Y-1 provides an overview of the different source signal properties for Online Gaming and Screen Content Sharing. This information is used to select proper test sequences.

Table 6.Y-1 Screen Content and Online Gaming source properties

|  |  |  |
| --- | --- | --- |
| Source format properties | Screen Content | Online Gaming |
| Spatial resolution | 1920 x 1080 | 2048 x 1024, 4096 x 2048, 8192 x 4096 |
| Chroma format | Y’CbCr | Y’CbCr |
| Chroma subsampling | 4:2:0, 4:4:4 | 4:2:0, 4:4:4 |
| Picture aspec ratio | 16:9 | 2:1, 16:9 |
| Frame rates | 25, 30, 50, 60 Hz | 30, 60, 90, 120 Hz |
| Bit depth | 8, 10 | 8, 10 |
| Colour space formats | BT.709, BT.2020 | BT.2020 |
| Transfer characteristics | BT.709, BT.2100 (HDR) | BT.2100 (HDR) |

### 6.Y.4 Encoding and Decoding Constraints

Table 6.Y-2 provides an overview of encoding and decoding constraints Online Gaming and Screen Content scenario using AVC and HEVC codecs. This will support the definition of detailed test conditions.

Table 6.X-2 Encoding and Decoding Configurations for Online Gaming and Screen Content

|  |  |  |
| --- | --- | --- |
| Encoding and Decoding Constraints | AVC  | HEVC |
| Relevant Codec and Codec Profile/Levels according to TS26.116 and TS26.511. | H.264/AVC Main Profile Level 4.0 [X] | H.265/HEVC Main-10 Profile Level 4.1, Level 5.1, Level 6.1 |
| RAP period | 1 second, no intra | 1 second, no intra |
| Bit rate parameters (CBR, VBR, CAE, HRD parameters) | Fixed QP | Fixed QP |
| Latency requirements and specific encoding settings | Low-latency requirements, no backward-compatible prediction | Low-latency requirements, no backward-compatible prediction |
| Encoding complexity context  | real-time encoding | real-time encoding. |
| Required decoding capabilities | H.264/AVC Main Profile Level 4.0 [X] | H.265/HEVC Main-10 Profile Level 4.2, 5.2, 6.2 [8] |

### 6.Y.5 Performance Metrics

tbd

### 6.Y.6 Interoperability Considerations

tbd

### 6.Y.7 Test Sequences

tbd

### 6.Y.8 Detailed Test Conditions

tbd

### 6.Y.9 External Performance Data

tbd

### 6.Y.10 Additional Information

tbd