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1 Introduction
During SA4#107 the New Study Item on “Feasibility Study on Extensions to Typical Traffic Characteristics” in S4-200334 was agreed and afterwards approved in by SA plenary #87 in SP-200054.

The objective of the study is as follows:

· Collect and document traffic characteristics including for different services, but not limited to

· Downlink data rate ranges 

· Uplink data rate ranges 

· Maximum packet delay budget in uplink and downlink 

· Maximum Packet Error Rate, 

· Maximum Round Trip Time

· Traffic Characteristics on IP level in uplink and downlink in terms of packet sizes, and temporal characteristics. XR Services and Cloud Gaming based on the initial information documented in TR26.928 including. 

· Collect additional information, such as codecs and protocols in use.

· Provide the information from above at least for the following services (initial services) 

· Viewport independent 6DoF Streaming

· Viewport dependent 6DoF Streaming 

· Simple Single Buffer split rendering for online cloud gaming

· Cloud gaming

· MTSI-based XR conversational services

· Identify additional relevant XR and other media services and document their traffic characteristics

· Document additional developments in the industry that impact traffic characteristics in future networks

· Identify the applicability of existing 5QIs/PQIs for such services and potentially identify requirements for new 5QIs/PQIs or QoS related parameters.

· Communicate with other 3GPP groups and external organizations on relevant aspects related to the study. 
Based on the proposed system design S4-200771, this document addresses a proposed initial modelling approach for the the XR Traffic simulation for split rendering.
2 Proposed System Design
The system design for split rendering follows the discussion and requirements from TR26.928, clause 6.2.5. The architecture us shown in Figure 1.
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Based on the system design in S4-200771, some obvious challenges for a potential simulation and for generation traffic models exist as several aspects needs to be addressed

· Evaluate basic system design options and their performance

· Generate Traffic Models for the evaluation of RAN options
· Not violating any content license conditions
· Provide guidelines for good parameter settings on encoding, content delivery and also for RAN configurations

· Identify the capacity for such type of applications

· Define potential optimizations

· Major complexity: How to simulate this in a reasonable setup in a repeatable fashion
3 Proposed Model Considerations

According to Figure 2, it is proposed to break down the simulation and modeling into separate individual components, namely

· Source video model

· Encoding and content delivery

· Radio access delivery

· Content delivery receiver and decoder

· Display process

· Uplink traffic 
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In order to split the tasks across different 3GPP working groups and companies, an approach as introduced in Figure 3 is proposed.

· Source model is provided based on company input that describes the used game, the pose model and a statistical model of the video signal that can be used to apply content delivery and encoding procedures.
· Based on these traces, 3GPP SA4 defines a content encoding and delivery model taking into account a system design based on TR26.928 and as documented in S4-200771. The system model includes encoding, delivery, decoding and also a quality definition.

· The system also provides an interface to RAN simulations. Then RAN groups may this model to simulate different traffic characteristics and evaluate different performance options.
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A more detailed instantiation is provided in Figure 4. In particular, the following is defined:

1) V-Traces: Video traces that provide sufficient information from a model encoding to understand the complexity and data rate for an encoding model, also taking into account delivery options such as bitrate control, intra refresh, feedback based error resilience and so on. Details are tbd, but we are currently investigating parameters provided by a model encoding from an x265 encoding run.
2) S-Traces: a sequence of slices as an output of a model encoder. Each slice has assigned 

a. Associated Frame (Timestamp)

b. Size of Slice

c. Quality of Slice (possibly some more information from V-Trace, for example complexity)

d. Number of Macroblocks (areas covered)

e. Timing of Slice, e.g. a deadline or a at least a origin time stamp.
3) S'Trace: 

a. All information from S-Trace Format

b. Slice loss indicator
c. Slice delay information
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4 V-Trace Generation

V-Trace generation has been initiated by using a high-quality output of a game engine in H.264(AVC) for a model game and a repeatable trace, and decode this information into a 2K x 2K at 120 fps source frames.

This sequence is sent through a model encoder for identifying the impacts of different parameter settings. The following x.265 parameters are initially used:

· --input viki.yuv (4:2:0)

· --profile, -P main10

· --input-res 2048x2048 

· --fps 120fps, 60fps, 30 fps
· --psnr 

· --ssim 

· --frames 500 (initial testing)

· --bframes 0 

· --crf 22, 25, 28, 31, 34 

· --csv logfile.csv 

· --csv-log-level 2 

· --log-level 4  

· --numa-pools "8"  

· --keyint, -I 1 and -1
· --slices 1, 128 (2048), 8 (for 2048) 

· --output rvrviki.h265
· --rc-lookahead 0/1
Based on these 180 encoding runs, we expect to get to a good encoder modeling such that only a subset of runs are necessary for longer game sequences.

The work is in progress.
5 Content Delivery Emulation and Simulation

Based on the discussion in S4-200771, the content modeling is documented in Figure 5. This modeling includes:

· V-Model input

· Global configuration for encoder

· Statistical or dynamic feedback from content delivery receiver

· A decoding model

· Quality Model
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The content encoding is modelled as follows:

· For frame i from V-Trace (based on sample time) 

· Read frame i from V-Trace (timestamp) 

· Read latest dynamic information from dynamic status info  

· Do a model encoding (based on input parameters)

· For slice s=1, 2, …, S

· Drop slice s with associated parameters

· new slice available creates IP packets

· For IP packet p=1, 2, …, P
· Drop IP packet with associated parameters and with timestamp to S-Trace 1, but also parameters such as slice number
Configuration parameters for content encoding may include

· Input: Global configuration

· Bitrate Control: Constant Quality, Constant Bitrate, Feedback-based Variable Bitrate, Constant Rate Factor 28

· Slice Setting (number of slices 10, maximum slice size)

· Error Resilience, Frame-based, Slice-based, Periodic Intra Refresh 10, Feedback-based intra refresh, Feedback-based prediction (NVIDIA: Period Intra Refresh, Reference Picture Invalidation)

· Input: Dynamic per slice information 
· off
· statistically for bitrate or losses with some delay 
· operational for bitrate or losses with some delay
Model encoding is for further study, but aspects to be taken into account are:
· Impacts of QP settings and intra ratio and slice settings

· Feedback

· Bitrate adjustments: Encoder gets an encoding bitrate and adjusts QP (see +/-1 ( 12%)
· Add Intra in case of a lost slice: significantly more intra added in case of a reported loss. Intra covers large area (depending on motion vector activity) 

· Predicting from ACK only: statistical increase for frame size for lost slices, as not the latest one can be used

· Slice settings

Decoding emulation is based on the delay and loss of slices. Late and lost slices are considered unavailable and cause errors.
6 RAN Simulation

We believe that initially SA4 should emulate RAN simulation based on existing 5QIs. Once complete this should be provided to the RAN group for discussion.

7 Quality Evaluation

Quality Evaluation is based on two aspects, namely the encoding quality and the quality degradation due to lost slices. This evaluation is shown in Figure 6.
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The following simulation is proposed for identifying damaged macroblocks:

· Keep a state for each macroblock

· Damaged

· Correct

· Macroblock is damaged

· If it is part of a slice that is lost for this transmission

· If it is correctly received, but it predicts from a wrong macroblock

· Macroblock is correct 

· If it is received correctly and it predicts for a non-damaged macroblock

· Predicting from non-damaged macroblock means

· Spatial prediction is correct

· Temporal prediction is correct

· Recovering MBs done by Intra Refresh and predicting from correct MBs again.
Depending on the configuration and the setting of the delivered video quality, different results may be obtained. An example is shown in Figure 7.
A quality threshold may for example be to have at most 0.1 % of damaged video area. Also the quality of the original content may be a threshold. Details are ffs.
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8 Proposal

It is propose to agree these initial model considerations in clause 3-7 for split-rendering into the permanent document.
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Figure � SEQ Figure \* ARABIC �1� Split Rendering with Asynchronous Time Warping (ATW) Correction





Figure � SEQ Figure \* ARABIC �2� Breakdown of simulations





Figure � SEQ Figure \* ARABIC �3� Proposed Split of work for XR Traffic





Figure � SEQ Figure \* ARABIC �4�  More detailed interface definitions for simulation interfaces





Figure � SEQ Figure \* ARABIC �5� Content Delivery Modeling





Figure � SEQ Figure \* ARABIC �6� Quality Evaluation





Figure � SEQ Figure \* ARABIC �7� Potential Evaluation Graph
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