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==== Change 2  ====

[bookmark: _Toc23169703]4.3.5	Edge Computing
Beyond the use of Application Servers as defined in 5G Media Streaming today, the 5G XR application may benefit from additional processing in the edge. In an example, as shown in Figure X, an edge platform may be offered by the 5G network operator to support XR services served from the content provider or from the cloud.
[image: ]
Figure X Cloud and Edge Processing
[bookmark: _Hlk29932105]In context of Release-17, 3GPP work is ongoing in order to identify the integration of edge processing in 5G systems. TR 23.748 [T] definies modifications to 5GS system architecture to enhance Edge Computing. This work is currently in study phase, defining Key Issues and scope for Rel-17. Specifically, this study is investigating mechanisms to discover connectivity to available Edge Computing resources (e.g. using DNS), mobility improvements for both UE consuming Edge Computing services and for Edge Application Servers, and for network capability exposure towards the Edge Application Server. 
In addition, in TR 23.758 [V] and TS 23.558 [R] a new set of application layer interfaces for Edge Computing are identified that may potentially be useful for integration of Edge Computing. Specifically, the interfaces will enable application-layer discovery of Edge Application Servers, capability exposure towards the Edge Application Server, and procedures for onboarding, registration, and lifecycle management of Edge Applications.
The activities detailed in the present clause are intended to be application-neutral (i.e. to provide generic solutions for any use of Edge Computing platforms). The media aspects for using Edge Computing are not identified in these studies and information in the present Technical Report may be beneficially to contribute to Edge Computing for media processing. In particular, split Compute/Rendering architectures are not yet specified in the 5G System architecture beyond those being part of an 5G-XR aware application. Integration of computational resources into the 5G System as part of Edge Computing functionalities are currently under study in 3GPP. The present Technical Report serves to identify potentially relevant functions for XR applications when using Edge Computing and rendering.


==== Change 3  ====
6	Mapping Extended Reality to 5G
6.1	Introduction
Based on the technologies introduced in clause 4 as well as the core use cases and scenarios introduced in clause 5, this clause maps a set of core technologies to 5G media centric architectures.
6.2	XR Processing and Media Centric Architectures
6.2.1	Introduction
This clause focuses on rendering and media centric architectures. The architectures are simplified and illustrative, they only consider an XR server and an XR device to identify the functions in XR servers and XR devices that communicate and exchange information, possibly over a 5GS communication. The baseline technologies are introduced in clause 4. These architectures focus on processes where the following main tasks are carried out:
-	Display
-	Tracking and Pose Generation
-	Viewport Rendering
-	Capture of real-world content
-	Media encoding
-	Media decoding
-	Media content delivery
-	5GS communication
-	Media Formats, metadata and other data delivered on communication links
-	Spatial Location Processing
The section also discusses benefits and challenges of the different approaches in terms of required bitrates, latencies, reliability, etc. A main aspect to be addressed in the following are the processes that are involved in the motion-to-photon/sound latency and how the processed may impact the XR viewport rendering.
6.2.2	Viewport-Independent delivery
6.2.2.1	Architecture
In the viewport independent delivery case, following the architecture in TS 26.118, clause 4.3, tracking and sensor information is only processed in the XR device as shown in Figure 6.2.2-1.. This means that the entire XR scene is delivered and decoded. 


Figure 6.2.2-1: Viewport Independent Delivery
6.2.2.2	Use Cases in Context
Use cases that may be addressed partially or completely by this delivery architecture are summarized in clause 5.4.
6.2.2.3	Basic Procedures
The basic procedures follow the procedures of 5G Media Streaming in TS 26.501 [X], clause 5. Both, on-demand and live streaming may be considered.
6.2.2.4	Content Formats and Rendering
No content formats for 6DoF streaming are yet fully defined, but the content may for example be a scene for which foreground 3D objects, for example represented by point-clouds, are mixed with background content, for example a omnidirectional scene. The combination of the content may be provided by a scene description that places the object in the 6DoF scene. Typically, the data needs to be streamed into buffers that are jointly rendered.
Due to the significant amount of data that needs to be processed in the device, hardware supported decoding and rendering is necessary.
Such an approach typically requires the delivery and decoding of several video and audio streams in parallel. 
6.2.2.5	Relevant QoS and QoE parameters
In the case of viewport-independent streaming, processing of updated pose information is only done locally in the XR device. Delivery latency requirements are independent of the motion-to-photon latency.
In order to provide sufficient content quality, the video material is referably encoded such that the QoE parameters as defined as defined in clause 4.2 can be fulfilled. The necessary QoS and bitrates on the 5G System depend depend on the type of the XR media as well as on the streaming protocol. Based on information from the workshop "Immersive Media meets 5G" in April 2019 as well as from publicly announced demos, that based on today's equipment and the one available over the next 2-3 years, around 100 Mbps are sufficient bitrates to address high-quality 6DOF VR services. This is expected to allow 2k per eye streaming at 90 fps (see clause 4.2) using existing video codecs (see clause 4.5). The QoE requirements may increase further, for example higher resolution and frame rate, but with the advance of new compression tools, this is expected to be compensated.
The XR media delivery are typically built based on download or adaptive streaming such as DASH (see for example TS 26.118 [3] and TS 26.247 [7]), such that one can adjust quality to the available bitrate to a large extent. 
Suitable 5QI values for adaptive streaming over HTTP are 6, 8, or 9 as defined in  clause 4.3.3. 
If other protocols are applied for streaming, then suitable 5QIs would be for FFS. 
In the context of the present document, relevant 3D media formats, efficient compression, adaptive delivery as well as the perceived quality of the XR media is of key relevance.
6.2.2.6	Potential Standardization Needs
In the context of this delivery scenario, the following potential standardization needs are identified:
· Very high-bitrate and efficient/scalable streaming protocols
· 6DoF Scene Description and XR media integration
· Video and audio codec extensions to efficiently code and render graphics centric formats (2D, meshes, point clouds) 
· Support of decoding platforms that support the challenges documented in clause 4.5.2.
6.2.3	Viewport-dependent Streaming
6.2.3.1	Architecture
In the viewport dependent delivery case, following the architecture in TS 26.118, clause 4.3, the tracking information is predominantly processed in the XR device, but the current pose information is provided to the XR delivery engine in order to include the pose information in the adaptive media requests. In an extension to this in the case of XR and 6DoF, the XR pose and additional information may be shared with the XR content delivery in order to only access the information that is relevant for the current viewports. According to Figure 6.2.3-1, the tracking and sensor data is processed in the XR device for XR rendering, and the media is adaptively delivered/requested based on the XR viewport. A reduced or a viewport optimized scene is delivered and also only a reduced scene is processed. Examples include an object that is not visible is not delivered, or only delivered in low quality, or that only the part of the object that is in the viewport is delivered with the highest quality. 

 
Figure 6.2.3-2 Viewport-dependent Streaming
6.2.3.2	Use Cases in Context
Use cases that may be addressed partially or completely by this delivery architecture are summarized in clause 5.4.
6.2.3.3	Basic Procedures
The basic procedures follow the procedures of 5G Media Streaming in TS 26.501 [X], clause 5. Both, on-demand and live streaming may be considered.
In addition, the request for data is accompanied with information from the XR engine.
6.2.3.4	Content Formats and Rendering
The same formats as discussed in clause 6.2.2.4 apply.
6.2.3.5	Relevant QoS and QoE parameters
Compared to the viewport independent delivery in clause 6.2.2, for viewport dependent streaming, updated tracking and sensor information impacts the network interactivity. Typically, due to updated pose information, HTTP/TCP level information and responses are exchanged every 100-200 ms in viewport-dependent streaming.
From analysis in TR 26.918 [2] and other experience as for example documented the workshop "Immersive Media meets 5G" in April 2019", such approaches can reduce the required bitrate compared to viewport independent streaming by a factor of 2 to 4 at the same rendered quality. 
It is important to note that viewport-dependent streaming technologies are typically also built based on adaptive streaming allowing to adjust quality to the available bitrate. The knowledge of tracking information in the XR Delivery receiver just adds another adaptation parameter. However, generally such systems may be flexibly designed taking into account a combination/tradeoff of bitrates, latencies, complexity and quality.
6.2.3.6	Potential Standardization Needs
In the context of the this architecture, the following potential standardization needs are identified:
· The same aspects as defined in clause 6.2.2.6
· In addition, more flexible data structures and access to these data structures as well as concurrentdecoding and streaming of smaller units of data, such as tile-based structures, may be defined. 
· If other protocols than adaptive streaming over HTTP would be applied, then suitable 5QIs would be for FFS.
6.2.4	Viewport Rendering in Network
6.2.4.1	Overview
In a architecture as shown in figure 6.2.4-1 below, the viewport is entirely rendered in the XR server. The XR server generates the XR Media on the fly based on incoming Tracking and Sensor information, for example a game engine. The generated XR media is provided for the viewport in a 2D format (flattened), encoded and delivered over the 5G network. The tracking and sensor information is delivered in the reverse direction. In the XR device, the media decoders decode the media and the viewport is directly rendered without using the viewport information.



Figure 6.2.4-1 Viewport rendering in Network
The following call flow highlights the key steps:
1)	An XR device connects to the network and XR Media Generation application
a)	Sends static XR device information and capabilities (supported decoders, viewport)
2)	Based on this information, XR server sets up encoder and formats
3)	Loop
a)	XR device collects pose (or a predicted pose) 
b)	XR Pose is sent to XR Server
c)	The XR Server uses the pose to generate/compose the viewport
d)	XR Viewport is encoded with regular media encoders
e)	The compressed video is sent to XR Device
f)	The XR device decompresses video and directly renders viewport
Such an architecture enables simple clients, but has significantly challenges on compression and transport to fulfill the latency requirements. Latencies should be kept low for each processing step including delivery, to make sure that the cumulative delay for all the processing steps (including tracking, pose delivery, viewport rendering, media encoding, media delivery, media decoding and display) is within the immersive motion-to-photon latency upper limit of 20ms.
6.2.4.2	Relevant QoS and QoE parameters
The following three cases, with different media delivery bitrates, are considered:
1)	Around 100 Mbps: In this case, the XR device needs to perform certain amount of processing and decoding.
2)	Around 1 Gbps: In this case, only lightweight and low-latency compression (e.g. intra only) may be used to provide sufficiently high quality (4k or even 8k at sufficiently high frame rates above 60 fps) and sufficiently low latency (immersive limits of less than 20ms for motion to photon) for such applications. It is still expected that some processing (e.g. decoding) by the XR device is needed.
3)	Around 10 Gbps or even more: A full "USB-C like" wireless connection, providing functionalities that currently can only be provided by cable, possibly uncompressed formats such as 8K. The processing requirements for the XR device in this case may be minimal.
Note that the lightweight compression or no compression in cases 2) and 3) can help to reduce processing delays.
In addition, the formats exported from Game engines needs to be supported by the respective media encoders.
Note that in this case for XR-based services, the motion-to-photon latency determines the maximum latency requirements for the content. This means that 20ms as defined in clause 4.5.1 are the end-to-end latency targets, including the uplink streaming of the pose information.
This is different, if the content is rendered on a flat device (for example for cloud/edge gaming applications on smartphones), for which not motion-to-photon latency determines the latency requirements, but the content age. In this case, the requirements from clause 4.5.2 apply, typically a 50ms latency is a requirement for most advanced games. 
6.2.4.3	Potential Standardization Needs
On Formats and codecs:
· From the analysis, for case 1, similar aspects as defined in clause 6.2.2.6 apply for the formats.
· For cases 2 and 3, formats are of less relevance for 3GPP as such formats are typically defined by other consortia, if at all. 
On network support:
· Network rendering for cloud gaming on flat screens is expected to be of significant relevance. In this case the end-to-end latency (action to photon) is determined by the content age, i.e. 50ms (see 4.5.2). 5QIs to support such latencies as well as guaranteed bitrates are considered of relevance. Required bitrates follow case 1) from above.
· Network rendering for XR services would require an end-to-end latency including motion-to-photon (including network rendering, encoding, delivery and decoding) of 20ms to meet the immersive limits and it is expected that the bitrates would be higher due to low-complexity and low-latency encoding, following case 2) and 3) from above. Hence, 
· 5QIs and QoS would be necessary, that provides significantly lower latency than 10ms in both directions and the same time provides a stable and high bitrate in the range of 0.1 – 1 Gbps according to case 2). 
· It is not expected to be practical for Uu-based communication to achieve such low-latencies at very high bitrates (case 2 and possibly case 3, e.g. 1Gbps and higher) in the short term, but final studies on this matter are FFS. 
· However, sidelink-based based communication addressing network rendering is expected to be feasible in the 5G architecture and is subject to active work in 3GPP.
6.2.5	Split Rendering: Viewport rendering with Pose Correction in XR device
6.2.5.1	Architecture 
In Figure 6.2.5-1, the viewport is pre-dominantly rendered in the XR server, but the device is able to do time-warping (see clause 4.1) or other XR pose correction to address changes in the pose. 
-	XR graphics workload is split into rendering workload on  apowerful XR server and Time Warping on the XR device
-	Low motion-to-photon latency is preserved via on device Asynchronous Time Warping (ATW) or other pose correction methods.
As ATW is applied the motion-to-photon latency requirements (of at most 20 ms) are met by XR device internal processing. What determines the network requirements for split rendering is time of pose-to-render-to-photon. According to clause 4.5.1, 50ms for render to photon is required. This determines the latency requirements for the 5G delivery.


Figure 6.2.5-1: Split Rendering with Asynchronous Time Warping (ATW) Correction
6.2.5.2	Use Cases in Context
The use cases in clause 5.5 may be addressed by this architecture.
6.2.5.3	Basic Procedures
The following call flow highlights the key steps:
1)	An XR Device connects to the network and joins XR application
a)	Sends static device information and capabilities (supported decoders, viewport)
2)	Based on this information, the XR server sets up encoders and formats
3)	Loop
a)	XR Device collects XR pose (or a predicted XR pose) 
b)	XR Pose is sent to XR Server
c)	The XR Server uses the pose to pre-render the XR viewport
d)	XR Viewport is encoded with 2D media encoders
e)	The compressed media is sent to XR device along with XR pose that it was rendered for
f)	The XR device decompresses video 
g)	The XR device uses the XR pose provided with the video frame and the actual XR pose for an improved prediction using  and to correct the loca pose, e.g. using ATW. 
6.2.5.4	Content Formats and Rendering
Frame buffers (see clause 4.4) need to be encoded, distributed and decoded. According to clause 4.2.1, relevant formats for frame buffers are 2k by 2k per eye, potentially even higher. Frame rates are expected to be at least 60fps, potentially higher up to 90 fps.The formats of frame buffers are regular texture video signals that are then directly rendered. As the processing is graphics centric, formats beyond commonly used 4:2:0 signals and YUV signals may be considered.
6.2.5.5	Relevant QoS and QoE parameters
With the use of time warp, the latency requirements follow those documented in clause 4.2.2, i.e. the end-to-end latency between the user motion and the rendering is 50ms. 
It is known from experiments that with H.264/AVC the bitrates are in the order of 50 Mbps per eye buffer. It is expect that this can be reduced to lower bitrates with improved compression tools (see clause 4.5) but higher quality requirements may absorb the gains. It is also known that this is both content and user movements dependent, but it is known from experiments that 50 - 100 Mbps is a valid target bitrate for split rendering.
Regular stereo audio signals are considered, requiring bitrates that are negligible compared to the video signals.
5QI values exist that may address the use case, such 5QI value number 80 with 10ms, however this is part of the non-GBR bearers (see clause). In addition, it is unclear whether the 10ms with such high bitrates and low required error rates may be too stringent and resource consuming. Hence, for simple split rendering in the context of the requirements in this clause, suitable 5QIs may have to be defined addressing the latency requirements in the range of 10-20ms and bitrate guarantees to be able to stream 50 to 100 Mbps consistently.
The uplink is predominantly the pose information, see clause 4.1 for details. Data rates are several 100 kbit/s and the latency should be small in order to not add to the overall target latency.
6.2.5.6	Potential Standardization needs
In the context of this architecture, the following potential standardization needs are identified:
· Regular 2D video encoders and decoders that are capable encode and decode 2K per eye as well as 90 fps and are capable to encode typical graphics frame buffer signals.
· Pose information in the uplink at sufficiently high frequency
· Content Delivery protocols to support the delivery requirements
· Edge computing discovery and capability discovery
· A simple XR split rendering application framework for single buffer streaming
· New 5QIs and QoS support in 5G System for split rendering addressing latency requirements in the range of 10-20ms and bitrate guarantees to be able to stream 50 to 100 Mbps consistently.
6.2.6	Generalized XR Split Rendering 
6.2.6.1	Architecture 
In Figure 6.2.6-1, an architecture is shown for which the edge server converts the 3D scene into a simpler format to be processed by the device (e.g. it may provide additional metadata that is delivered with the pre-rendered version). The device recovers the baked media and does the final rendering based on local correction on the actual pose. 
-	XR graphics workload is split into rendering workload on a powerful XR server and simpler XR processing on the XR device
-	This approach enables to relax the latency requirements to maintain a full immersive experience as time-critical adjustment to the correct pose is done in the device.
-	this approach may provide more flexibility in terms of bitrates, latency requirements, processing, etc. than the single buffer split rendering in clause 6.2.5.


Figure 6.2.6-1: VR Split Rendering with XR Viewport Rendering in Device
Such an approach needs careful considerations on the formats of projected media and their compression with media decoders. Also important is distribution of latencies to different components of the system. More details and breakdown of the architectures is necessary. The interfaces in the device however are aligned with the general structure defined above.
In general, the similar requirements and considerations as in clause 6.2.5 apply, but a more flexible framework may be considered by providing not only 2D frame buffers, but different buffers that are split over the network. 
6.2.6.2	Use Cases in Context
The use cases in clause 5.5 may be addressed by this architecture.
6.2.6.3	Basic Procedures
The following call flow highlights the key steps (FIX IT):
1)	An XR Device connects to the network and joins XR application
a)	Sends static device information (supported decoders, viewport, supported formats)
2)	Based on this information, network server sets up encoder and formats
a)	Loop
b)	XR Device collects pose (or a predicted pose) 
c)	Pose is sent to XR Server
d)	The XR Server uses the pose to pre-render the XR viewport by creating one or multiple rendering buffers, possibly with different update frequencies
e)	The rendering buffers are encoded with 2D and 3D media encoders
f)	The compressed media is sent to XR device
g)	The XR device decompresses the multiple buffers and adds this to the XR rendering engine. 
h)	The XR rendering engine takes the buffers, the rendering pose assigned to the buffers and the latest XR pose to create the finally rendered viewport.
6.2.6.4	Content Formats and Rendering
In this context, the buffers may not only be 2D texture or frame buffers as in case of clause 6.2.5, but may include geometric data, 3D data, meshes and so on. Also multiple objects may be generated. The content formats discussed in clause 4.6 apply.
6.2.6.5	Relevant QoS and QoE parameters
With the use of different buffers, the latency requirements follow those documented in clause 4.5.2, i.e. the end-to-end latency between the user motion and the rendering is 50ms. However, it may well be that the update frequency of certain buffers is less. This may result in differentiated QoS requirements for different encoded media, for example in terms of latency, bitrates, etc. 
More details are FFS. 
6.2.6.6	Potential Standardization needs
In the context of the this architecture, the following potential standardization needs are identified:
· Similar aspects as defined clause 6.2.5.6
· Flexible 2D and 3D formats that can be shared over the network to serve device rendering buffers
· Formats and decoding capabilities as defined in clause 4.5.2
· Edge computing discovery and capability discovery for Generalized Split rendering
· A generalized XR split rendering application framework
· More flexible 5QIs and QoS support in 5G System for generalized split rendering addressing differentiated latency requirements in the range of 10ms up to potentially several 100ms and with bitrate guarantees.
6.2.7	XR Distributed Computing
This clause provides the architecture for extended reality applications which supports the XR split rendering. The workload for XR processing is split into workloads on XR edge server and the device. The below Figure 5.2.6-1 shows a high-level structure of the XR distributed computing architecture which describes their components and interfaces. 
[image: ]
Figure 5.2.6-1: XR Distributed Computing Architecture (ALIGN DIAGRAM)
An XR client may have following capabilities. 
-	XR capture
-	Sensor data processing (e.g., AR pose tracking)
-	XR scene generation
-	XR rendering. 
-	2D or 3D Media decoding 
-	Metadata (including scene description) processing 
-	5G delivery
An XR edge server may have following capabilities. 
-	Sensor data processing
-	XR scene generation
-	2D or 3D media encoding
-	Metadata (including scene description) generation 
-	5G delivery
An XR client connects to the network and joins XR rendering application. The XR client sends static device information (e.g., sensors, supported decoders, display configuration) to the XR edge server. Based on this information, the XR edge server sets up encoder and formats. 
When the XR client has a set of sensors (e.g., trackers and capturing devices, it collects sensor data from sensors. The collected sensor data is processed either locally or at the XR edge server. The collected sensor data or locally processed information (e.g., a current AR pose) is sent to the XR edge server. The XR edge server uses the information to generate the XR scene. The XR edge server converts the XR scene into a simpler format as 2D or 3D media with metadata (including scene description). The media component is compressed, and the compressed media stream and metadata are delivered to the XR client. The XR client generates the XR scene by compositing locally generated or received media and metadata and renders the XR viewport via the XR display (e.g., HMD, AR glass). 
For example, the XR client captures the 2D video stream from a camera and sends the captured stream to the XR edge server. The XR edge server performs the AR tracking and generates the AR scene which a 3D object is overlaid over a certain position in the 2D video based on the AR tracking information. The 3D object or 2D video for the AR scene are encoded with 2D/3D media encoders, and the scene description or the metadata is generated. The compressed media and metadata are sent to the XR client. The XR client decodes the media or metadata and generates an AR scene which overlays the 3D object in the 2D video., A user viewport is determined by horizontal/vertical field of view of the screen of a head-mounted display or any other display device. The appropriate part of AR scene for the user viewport is rendered and displayed.
6.2.7	XR Conversational
tbd
6.3	Summary of Traffic Characteristics
This clause summarizes the typical traffics characteristics for different architectures, based on the findings in this clause. 
Legend:
-	DL: Downlink, 
-	UL: Uplink, 
-	PDB: Packet delay budget, 
-	PER: Packet Error Rate, 
-	RTT: Round Trip Time
Note: Either RTT applies, or UL and DL PDB applies separately, but RTT and UL/DL PDB cannot apply simultaneously
	 Scenario
	DL Rate range
	UL Rate range
	DL PDB
	UL PDB
	RTT 
	DL PER range
	UL PER range
	Traffic periodicity range
	Traffic file size distribution

	Viewport independent streaming
	100 MBPs
	HTTP requests every second. TCP handshake
	See adaptive streaming
	See adaptive streaming
	See adaptive streaming and TCP equation
	10e-6
	10e-6
	Almost constant
	 Almost constant

	Viewport dependent streaming 
	25 MBPs
	More frequent HTTP requests every 100ms. TCP handshake
	See adaptive streaming
	See adaptive streaming
	See adaptive streaming and TCP equation
	10e-6
	10e-6
	Almost constant
	 Almost constant

	Viewport Rendering in Network case 1
	 100 MBit/s
	Ffs
	Ffs
	Ffs
	Ffs
	Ffs
	Ffs
	Ffs
	Ffs

	Viewport Rendering in Network case 2
	 1 GBit/s
	 Ffs
	 Ffs
	 Ffs
	 Ffs
	 Ffs
	 Ffs
	 Ffs
	 Ffs

	Viewport Rendering in Network case 3
	10 Gbit/s
	ffs
	Ffs
	Ffs
	Ffs
	Ffs
	Ffs
	Ffs
	Ffs

	Split Rendering with Time Warp
	100 Mbit/s
	500 kbit/s
	20ms
	10ms
	50ms
	10-6
	10-3
	Almost constant
	Around 50-100 kByte, i.e. 1 packer for each frame

	Generalized Split Rendering
	Ffs
	Ffs
	Ffs
	Ffs
	Ffs
	Ffs
	Ffs
	Ffs
	Ffs

	XR Distributed Computing
	Ffs
	Ffs
	Ffs
	Ffs
	Ffs
	Ffs
	Ffs
	Ffs
	Ffs

	XR Conversational
	Ffs
	Ffs
	Ffs
	Ffs
	Ffs
	Ffs
	Ffs
	Ffs
	Ffs


6.4	Analysis of existing 5QIs
As a summary of the above, existing 5QIs may be used for adaptive streaming over HTTP applications as defined in clause 6.2.2 and 6.2.3.
For other types of services, new 5QIs for Uu-based communication are considered beneficial, among others
· If other protocols than adaptive streaming over HTTP would be applied, then suitable 5QIs would be for FFS.
· New 5QIs and QoS support in 5G System for network and split rendering addressing latency requirements in the range of 10-20ms and bitrate guarantees to be able to stream 50 to 100 Mbps consistently
· More flexible 5QIs and QoS support in 5G System for generalized split rendering addressing differentiated latency requirements in the range of 10ms to several 100ms and with bitrate guarantees.
· Error rates are FFS.
· The data rate, latency and PER (which are marked as tbd) of the table KPIs for this architecture in clause 6.3 are FFS.
For sidelink based communication, new PQI/QoS parameters may be defined as well. Details are FFS.



==== Change 4 ====
7	Potential Standardization Areas
7.1 	General
This clause documents and clusters potential standardization areas in the context of this Technical Report.
7.2 	XR-Centric Device Types and Architectures
As documented in clause 4.5, XR centric devices are the key enablers for XR services. Key aspects for XR devices are:
· Rendering-centric device architectures using sophisticated GPU functionalities, see clause 4.4.
· Support for Tracking, in particular inside-out tracking in the device
· Heavily power-constrained at least for certain form factors 
· Support for multiple decoding formats and parallel decoding of media streams following the challenges documented in clause 4.5.2
In addition, device characteristics can be quite different. Hence, the device types developed in clause 4.8 serve as a starting point for different device types. A more formal definition of XR devices types is considered useful. 
In any work considered in 3GPP, end-points compatible to Khronos-based graphics and XR functionalities should be considered. A framework for interfacing device centric XR functionalities with 5G System and radio functionalities is a relevant standardization effort. 
7.3 	Extensions to 5G Media Streaming for XR/6DoF Media
Streaming XR and 6DoF is considered in several use cases evaluated in this Technical report. With the establishment of 5G Media Streaming in Rel-16 in TS 26.501 and the stage-3 specifications, extensions of 5G Media Streaming to support XR experiences is useful. MPEG develops several new formats and codecs specifically addressing 3D and XR, but also proprietary formats exist that make use of regular hardware supported standardized media codecs and rendering functionalities. All of them have in common that they rely on existing and emerging device architectures that make use of existing video codecs and GPU rendering. In addition, the use of multiple video codecs in parallel is commonly applied. XR/6DoF Streaming is based on CDNs and HTTP delivery, however new functionalities are required.
Extensions to 5G Media streaming may be done in ordered to support the delivery of different XR/DoF media in 5G Systems. Relevant aspects are:
· Additional media decoding capabilities including higher profile and levels, the use of multiple decoders in parallel to interface with rendering architectures, as well more flexible formats following clause 4.5.2
· Support for more flexible delivery protocols allowing parallel download of different objects and parts of objects
· Viewport-dependent streaming as documented in clause 6.2.3
· Potentially new 5QIs and radio capabilities to support higher bitrate streaming
7.4 	Single-Buffer Split Rendering with Pose Correction
Split Rendering is a promising technology to support online gaming in power- and resource constrained devices. Split rendering requires the use of edge computing as the pose-to-render-to-photon is expected to be below 50ms. Rendering of frame buffers in the network allows to support XR devices with existing codecs using 5G System and radio capabilities. Relevant aspects for single-buffet split rendering include:
· A simple XR split rendering application framework where a single buffer per media is shared and final pose correction is done in the XR device
· 2D video encoders and decoders that are capable encode and decode 2K per eye as well as 90 fps as well as typical graphics centric formats
· Integration of audio into split rendering architectures
· Formats and protocols for XR Pose information delivery and possibly other metadata in the uplink at sufficiently high frequency
· Content Delivery protocols that support split rendering
· 5QIs and other 5GS/Radio capabilities that support split rendering
· Edge computing discovery and capability discovery based on work in SA2 and SA6 (see clause 4.3.6)
7.5 	XR conversational applications
Tbd.
7.6 	HMD-based Augmented Reality
Augmented reality was discussed in details in this report, but issues remain to be studied:
· glass-type AR/MR UEs with standalone capability, i.e., that can be connected directly to 3GPP networks. Such a type is classified as XR5G-A1 in Table 4.3-1. However, it would also be necessary to consider situations where XR5G-A1 UEs have to fall back to XR5G-A3~4, i.e., to the wirelessly tethered modes, e.g., from NR Uu to 5G sidelink or IEEE 802.11ad/y.
· Basic use cases: a set of use cases relevant for XR5G-A1 can be selected from Table 5.1-1. The preferred cases will be those capable of delivering experiences previous or existing services could not support, e.g., real-time sharing or streaming 3D objects. They also have to be easier to realize in the environments of glasses that are more limited than those of phones.
· Media formats and profiles: for the selected use cases, available formats and profiles of the media/data can be discussed.
· Transport technologies and protocols: in case the selected use cases include relocation or delivery of 3D or XR media/data over 3GPP networks, combinations of transport protocols, radio access and core network technologies that support the use cases at relevant QoS can be discussed. If existing technologies and protocols cannot serve the use cases properly, such gaps can be taken into account in the consideration of normative works.
· Form factor-related issues: in Table 4.3-1, typical maximum transmit power of XR5G-A1 is 2-4 W while phone types transmit at 3-5 W. However, if XR5G-A1 is implemented in a form factor of typical glasses, i.e., smaller than goggles or HMDs and with a weight less than 100 g, its cellular modems and antennas are located near the face. In this case, XR5G-A1 UEs can have more contraints on transmit power and it would be necessary to develop solutions to overcome it, e.g. considering situations where XR5G-A1 UEs have to fall back to XR5G-A3~4 from NR Uu to 5G sidelink or IEEE 802.11ad/y .More work on AR is necessary, especially for power constrained devices.
Details as for FFS.
7.7 	Traffic Characteristics and Models for XR Services
As identified in the course of the development of this report, there is significant interest in 3GPP radio and system groups on the traffic characteristics for XR services. This effort should be a prime work for 3GPP to collect realistic traffic characteristics for typical XR services. Of specific interest for other groups in 3GPP is a characterization of traffic of an XR service in the following domains:
-	Downlink data rate ranges 
-	Uplink data rate ranges 
-	Maximum packet delay budget in uplink and downlink 
-	Maximum Packet Error Rate, 
-	Maximum Round Trip Time
- 	Traffic Characteristics on IP level in uplink and downlink in terms of packet sizes, and temporal characteristics.
Such characteristics are expected to be available for at least the following applications
-	Viewport independent 6DoF Streaming
-	Viewport dependent 6DoF Streaming 
- 	Single Buffer split rendering for online cloud gaming
-	XR conversational services
The Technical Report on Typical Traffic Characteristics in TR 26.925 should be updated to address any findings to support the 3GPP groups.
7.8 	Social VR
Combination of XR experiences with the real world is an essential aspect for excellent user experiences. 
Social VR combines and renders signals originating from different sources into a single user experience. 
Social VR is expected to integrate multiple XR functionalities such a 6DoF streaming with XR conversational services.
Details are FFS.
7.9 	Generalized Split and Cloud Rendering and Processing 
Edge/Cloud processing and rendering is a promising technology to support online gaming in power- and resource constrained devices. Relevant aspects for generalized cloud/split rendering include:
· A generalized XR cloud and split rendering application framework based on a scene description
· Support for 3D formats in split and cloud rendering approaches
· Formats and protocols for XR Pose information delivery and possibly other metadata in the uplink at sufficiently high frequency
· Content Delivery protocols that support generalized split/cloud rendering
· Distributions of processing resources across different resources in the 5G system network, in the application provider domain (cloud) and the XR device.
· Supporting the establishment of Processing Workflows across distributed resources and managing those
· 5QIs and other 5GS/Radio capabilities that support generalized split/cloud rendering by coordination with other groups 
· Edge computing discovery and capability discovery based on work in SA2 and SA6 (see clause 4.3.6)
It is recommended that this area is studied in more details to identify key issues.

==== Change 5 ====
[bookmark: _Toc23169825]8	Conclusions and Proposed Next Steps
In this study, we analysed the frameworks for eXtended Reality (XR), a larger concept for representing reality that includes the virtual, augmented, and mixed realities. After defining key terms and outlining the QoE/QoS issues of XR-based services, we discussed the delivery of XR in 5G system, in which we followed the model of 5G media streaming defined in TS 26.501. In addition to the conventional service categories, conversational, interactive, streaming, and download, we identified split compute/rendering as a new delivery category. A survey of 3D, XR visual and audio formats was provided.
Then we classified the use cases and device types, and defined the processing and media centric architectures depending on the viewport types, e.g., viewport-independent, viewport-dependent, viewport rendering in network, and viewport rendering with time warp in device. We also discussed distributed computing architecture for XR. Core use cases of XR include those unique to AR and MR in addition to those of VR discussed in TR 26.918, ranging from offline sharing of 3D objects, real-time sharing, multimedia streaming, online gaming, mission critical applications, and multi-party call/conferences.
Based on the details in the report, the following is proposed:
In the short-term:
· Develop a flexible XR centric device reference architecture as well as a collection of device requirements and recommendations for XR device classes based on the considerations in clause 7.2. Device classes should include VR device for 6DoF streaming and XR online gaming (XR5G-V4), as well as AR devices (XR5G-A1, XR5G-A4 and XR5G-A5). 
· Develop a framework and basic functionalities for Single-Buffer Split Rendering for Online Gaming according to the considerations in clause 7.4.
· Document typical XR traffic characteristics in TR26.925 based on the initial considerations in this report, in particular clause 7.7 and support other 3GPP groups in designing systems for XR services and applications.
· [Address simple extensions to MTSI to support basic XR conversational services based on the considerations in clause 7.5]
· [bookmark: _GoBack]Study detailed functionalities and requirements for glass-type AR/MR UEs with standalone capability following according to clause 7.6. 
In the mid-term:
· Based on the work developed in the short-term, an extended Split and Cloud Rendering and Processing should be defined based on the considerations in clause 7.9, preferably preceded by a dedicated study
· Address simple extensions to 5G Media Streaming to support 6DoF Streaming based on considerations in clause 7.3. Stage-2 aspects related to TS26.501 should be considered first before starting detailed stage-3 work.
· Based on the work developed in the shorter time frame, address the considerations in clause 7.8 on Social VR
· Based on clause 7.X, AR
The work should be carried out in close coordination with other groups in 3GPP on XR related matter, edge computing and rendering as well in communication with experts in MPEG on the MPEG-I project as well as with Khronos on their work on OpenXR, glTF and Vulkan/OpenGL.
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