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Introduction
There is an ongoing discussion on the need to support signaling IVAS capture device orientation data to a receiving device. The source has previously proposed a corresponding requirement to support conditionally the transmission of such data [1]. The latest contribution on the topic introduced the concept of intended orientation of a spatial audio scene [2], which came to a similar conclusion on the need to conditionally support transmitting the orientation of an audio scene. 
There is also an ongoing discussion on the support of capture device orientation information as part of the IVAS codec session metadata. The current proposal by the source of IVAS codec session and audio metadata [3] supports this but may require further justification.
Accordingly, this contribution offers further discussion and justification of the need to support signaling IVAS capture device orientation data to a receiving device and to add corresponding support in the system of IVAS codec session metadata.
Discussion
As discussed in earlier contributions, many IVAS use cases with stereo or spatial capture will require that the captured audio scene is stable and not subject to variations stemming from inadvertent movements of the (potentially handheld) IVAS capturing device. It is thus common sense that this requires compensation of capture device orientation changes. While there are generally many possibilities for compensation of capture device orientation changes, the source believes that there are good reasons to do such compensations during the audio capture or as a part of the audio pre-processing. 
However, there are other use cases where the effects of such compensation are not desirable. These are for instance cases when the capturing user intends to convey to the receiving end the actual scene orientation change that happens as a result of a capture device rotation.     
As discussed in [2], this could be realized by resetting the scene orientation upon capture user interaction. However, as outlined by Nokia, this might result in sudden changes in the rendered scene orientation, which could be problematic and confusing for a listener. Such potentially abrupt rendered scene changes could be perceived as spatial artifacts. In the context of this discussion, Nokia introduces the concept of intended scene orientation that may be fixed or dynamic. If dynamic intended scene orientation should be enabled, this would require that corresponding orientation information can be conveyed to the receiving end. In the view of the source, there is a correspondence of Nokia’s scene orientation information and the capture device orientation, which will be shown in the next paragraph.
In addition to the above, the source previously offered discussion of use cases where continuous knowledge of the capture device orientation would be needed. Scenarios were discussed where knowledge of the orientation of the capture device would be needed for proper rendering by the receiving device of the reconstructed acoustical scene. The described scenarios were of a kind where enabling or disabling compensation of capture device rotations would not suffice the competing needs of multiple simultaneously receiving devices of providing the one user the impression of a moving acoustical scene and another user the impression of a stabilized acoustical scene. In the context of the discussion provided by Nokia, there would thus arise the need to transmit intended scene orientation data. In the considered scenarios, the intended scene orientation data would be identical to the actual capture device orientation except for (or relative to) some coordinate reference system. 
Given the different use cases where some may require transmitting capture device orientation information while some may not, it is expected that in an IVAS service session, capture device orientation data need only conditionally to be transmitted. Further, depending on the use case the capture device orientation data may be limited in a session to orientation parameter subsets like azimuth only or azimuth and pitch only.   
Conclusion and Proposal
[bookmark: _GoBack]Based on the discussion, it is concluded that IVAS session metadata should include capture device orientation information. A corresponding proposal has been made in [3].  
It is further proposed to add an IVAS design constraint requirement that would offer the conditional possibility to convey spatial orientation data of the sound capturing device to the receiving end as follows:
	Signaling of rotational position data of the capturing device
	There shall be the possibility to convey spatial orientation data of the sound capturing device to the receiving end. 
The spatial orientation shall be given in azimuth, pitch and roll angles [with a resolution (angles, time) of [TBD]].
Note: It is expected that rotational position data will only conditionally be transmitted, depending on IVAS session configuration attributes. Further, the spatial orientation data may be limited in a session to orientation parameter subsets like azimuth only or azimuth and pitch only.   
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