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Executive Summary

The EVS SWG (23 participants, see Annex C) met in 9 time slots. 

The meeting outcome is summarized below:
· 7.3 Maintenance: 

· S4-200128 describes a bug related to EVS codec; a revision (inclusion of test sequences) in S4-200193 will be circulated over the reflector whenever available to allow participants to check the issue and find a solution

· S4-200194: CR 26.444 related to FLC was agreed

· 7.4 LS: none

· 7.5 IVAS: 

· S4-200306: IVAS-9 v.0.1.0 (Usage Scenarios) was produced by adding a new use case and agreed

· The group preferred to better cover a part of input contributions fully in the available time frame and leave others non-treated, than rush through all of them

· Several input contributions were discussed on DTX, testing, stereo processing, external renderer; some elements were agreed and noted as agreements (see below in this report) for IVAS-3 Performance Requirements, however, the changes were not felt significant enough to produce a new version

· IVAS standardization process was discussed to resolve the current deadlock situation, based on input contributions, and proposals A (based on public collaboration) and B (based on phased approach) were derived (see Annex A); details were discussed extensively 

· In order to progress IVAS standardization process discussion, organizing an EVS SWG ad-hoc was agreed, with focus on IVAS standardization process

· 7.6 New WI:

· S4-200174 building block WI proposal was postponed

· 7.7 AoB: The Chairman and further participants thanked Paolo Usai for all his contributions over many years in codec testing at joint meetings with SQ.

· The following EVS SWG ad-hoc was agreed to progress the work:

· 11 -  12 - and potentially 13 March 2020

· Location: Erlangen

· Host: Fraunhofer IIS

· Ad-hoc is on IVAS with focus on the standardization process

 
7.1      Opening of the Session
The EVS SWG Chairman, Mr. Imre Varga (Qualcomm), opened the EVS SWG meeting on Monday, 20 January 2020, 16:00. 
The EVS SWG Chairman reminded that the method of reporting needs to be solved since the long-time Secretary, Stephane Ragot is not available.
He proposed to switch to on-line minuting and presented the template in Google-docs that he prepared. He offered the following options:
1. We have one volunteer to do the reporting over longer time→ we have a solution.

2. If we don’t have, but we have one or more volunteers doing the reporting for one meeting → all of them will do reporting.

3. If we don’t have volunteers, then each presenter will do reporting for his own document, as a last resort solution.

The EVS SWG Chairman also added that the report is on-line so anyone can check and make corrections/additions at any time during the meeting. Also he invited participants to enter their name and affiliation into the on-line list (Annex C).
The EVS SWG Chairman asked whether there is a volunteer for solution 1 (long-term secretary) -- no volunteer. He then asked for volunteers for this meeting; Markus Multrus (Fraunhofer IIS) volunteered.
As a result, minutes were taken by Markus Multrus (Fraunhofer IIS).
The minutes are shared online.
7.2      Approval of Agenda and Registration of Documents
The EVS SWG Chairman displayed a draft revision of agenda in S4-200068, including Tdoc allocations. The agenda in S4-200068 was agreed (see final agenda in Annex B of the present report, also in S4-200307).
 
7.3      CRs to Features in Release 15 and earlier
S4-200128
Presenter: Dr. Huan-Yu Su (Huawei Technologies)
Discussion:
· Imre Varga (EVS SWG Chairman): Will you be able to provide an update to the contribution this week, or what’s the estimate on when it will be available?

· Huan-Yu Su, Wang Bin: Probably only next meeting

· Wang Bin (Huawei): Clarifications on first issue: Issue is present at 13.2, 16.4 and 24.4 kbit/s; Second issue is present at 12.65 kbit/s; this bitstream can be decoded correctly with AMR-WB decoder, but not with AMR-WB IO mode of EVS; About to record new items that can reproduce the issue

· Tomas Toftgard (Ericsson): Second issue, also related to MIME format?

· Wang Bin: MIME format used for both fixed- and floating-point codecs 

· Stefan Döhla (Fraunhofer IIS): When will test sequences be made available?

· Dr. Huan-yu Su (Huawei): Sequences will be made available as soon as possible; proposal to send to SA4-reflector 

· Resolution: 

· Agreement to pre-allocate Tdoc for revision of this contribution

· Tdoc number for revised document will be S4-200193 which will include test sequences. If not available during this meeting, status is postponed.

· Huawei will circulate S4-200193 over the reflector, whenever available

· The reflector passes files <=5MB. If ZIP-file exceeds 5 MB, an alternative solution needs to be found with ETSI for circulation to 3GPP SA4 members.

Decision: S4-200128 is noted. 
S4-200193
Decision: S4-200193 is postponed.
S4-200142
Presenter: Stefan Döhla (Fraunhofer IIS)
Discussion:
· Imre Varga (EVS SWG Chairman): Not only scripts are changed, but also other things; should be reflected in description; also attachment needs to be updated.

· Stefan Döhla (Fraunhofer IIS): Attachment is approx. 2 GByte, thus not attached to contribution

· Tomas Toftgard (Ericsson): Do changes wrt testing of JBM need to be reflected in text?

· Stefan Döhla (Fraunhofer IIS): Considering for future meeting to add back JBM conformance meeting, but as an optional part; 

· Tomas Toftgard (Ericsson), Stefan Döhla (Fraunhofer IIS): Proposal to add a note that thresholds for EVS JBM are for further study

Decision: S4-200142 is revised to S4-200194.
S4-200194
Presenter: Stefan Döhla (Fraunhofer IIS)
Discussion:
· Imre Varga (EVS SWG Chairiman): The title for the CR refers to “scripts”, but also other things are changed. → No new revision needed just because of this.

Decision: S4-200194 is agreed.
7.4      Reports and LSs from other groups
None.
7.5      IVAS
DTX
 
S4-200159
Presenter: Stefan Bruhn (Dolby)
Discussion:
· Milan Jelinek (VoiceAge): Several comments: Fixed vs. variable update rate: Discussion on this has happened in the past, but without agreement; seems to go too far to forbid variable update rate

· Stefan Bruhn (Dolby): Variable update rate is further degree of flexibility, and its value was never shown in 3GPP; should have a better understanding of gain of this feature; adds to system complexity

· Milan Jelinek (VoiceAge): Thinks that this is a valuable feature; would not want to forbid this feature

· Imre Varga (EVS SWG Chairman): Adaptive update interval has small benefit in terms of battery life

· Milan Jelinek (VoiceAge): Please provide clarity on sentence “Occasional (local) deviations from the constant SID update frame rate which could result from changing the phase of the SID update frame transmission sequence are permissible.“

· Stefan Bruhn (Dolby): If starting with a fixed update rate, there might be good reasons to break this for certain signals; EVS seems to allow for it, would like to see the same feature in IVAS. Decoder should be able to deal with this variable update rate.

· Milan Jelinek (VoiceAge): On “No DTX support shall be required for higher bitrates”: Comment that EVS does support DTX even for high bitrates and that this feature is found useful.

· Milan Jelinek (VoiceAge): Proposal to decouple overall efficiency into activity and SID size

· Stefan Bruhn (Dolby): Idea was to start from an existing system and use this as a reference

· Tomas Toftgard (Ericsson): Thoughts about DTX gain compared to reference system?

· Stefan Bruhn (Dolby): Need to be discussed what is a realistic value, e.g. compared to EVS

· Tomas Toftgard (Ericsson): Object based audio not mentioned in list of features. What’s the reason?

· Stefan Bruhn (Dolby): Proposal is based on formats that are currently agreed in IVAS Design Constraints; once objects are agreed, makes sense to also require DTX support for objects

· Tomas Toftgard (Ericsson): Object based audio is agreed input format in IVAS-4.

· Lasse Laaksonen (Nokia): What is the difference between planar and full FOA in terms of formats? Planar FOA not seen as a different input format?

· Stefan Bruhn (Dolby): This is based on a certain use-case; unclear, whether planar FOA is a seperate input format

· Tomas Toftgard (Ericsson): Planar FOA is not listed separately in IVAS-4

· Stefan Döhla (Fraunhofer IIS): Why not making a concrete proposal in analogy to EVS?

· Stefan Bruhn (Dolby): Idea was that e.g. DTX gain should be related to an existing system like EVS.

· Stefan Döhla (Fraunhofer IIS): Any concrete proposal for bitrate limit?

· Stefan Bruhn (Dolby): Needs further investigations from system level. E.g. larger SID frame size could be traded in for lower update rate.

Decision: S4-200159 is noted. 
Testing
 
S4-200117
Presenter: Tomas Toftgard (Ericsson)
Discussion:
· Stefan Bruhn (Dolby): Correct characterization of problems found in renderer test for VRStream; very concerned about such a test; many criteria could play a role, e.g. timbre etc. Could envision the renderer could be compared to a default renderer as part of IVAS characterisation.

· Tomas Toftgard (Ericsson): See issue that in case a reference renderer is defined this needs to deliver good quality; also sees possibility that IVAS renderer provides better quality than reference renderer

· David Singer (Apple): Sees problems in defining terms of being better than a reference renderer

· Tomas Toftgard (Ericsson): The problem is that a renderer is an interpretation of signals; hard to specify what is better or worse; target of IVAS renderer should not be the sound of the common evaluation renderer

· Stefan Bruhn (Dolby): Common evaluation renderer is not known yet - maybe everybody is very satisfied with it. Sees problems in determining “better than evaluation renderer”

· Alan Sharpley (Dolby): Instructions to subjects important, need to go hand in hand with renderer, to make clear what they evaluate. Final decision is based on subjects. Instructions to subjects should leave an least amount of uncertainty.

· Tomas Toftgard (Ericsson): Not the only test proposed, but also test with common renderer proposed. 

Decision: S4-200117 is noted.
 
S4-200158
Presenter: Stefan Bruhn (Dolby)
Discussion:
· Stefan Bruhn (Dolby): Dependent on outcome of discussion, Dolby would be willing to provide source-code

· Milan Jelinek (VoiceAge): Is the proposal to test multi-channel with binaural rendering in qualification? Would prefer testing of multi-channel audio via loudspeakers in qualification.

· Stefan Bruhn (Dolby): This contribution does not give clear answer. However, Dolby has advocated testing via headphones in previous contributions. Discussion should however not be combined, in order to not make it overly complicated.

· Stefan Döhla (Fraunhofer IIS): The binaural renderer is a convolver with HRTFs. How is head-tracking seen to be treated?

· Stefan Bruhn (Dolby): This is a proposal for qualification. In Dolby’s view, head-tracker is not the most important feature for qualification. 

· Tomas Toftgard (Ericsson): Seems that the convolver can deal with Ambisonics or Multi-channel audio. Are different impulse-responses needed for Ambisonics or multi-channel?

· Stefan Bruhn (Dolby): Impulse responses would depend on the position of (virtual) loudspeakers. This assumes conversion from Ambisonics to virtual speakers, e.g. as done in VRStream.

· Stefan Döhla (Fraunhofer IIS): The contribution proposes passive downmixes for renderer. How is the performance of such renderers seen compared to more advanced solutions?

· Stefan Bruhn (Dolby): Intended as a starting point; further improvements are welcome.

· Tomas Toftgard (Ericsson): If the same renderer is applied to all systems it is possible to compare them. However, this should not necessarily define the target quality of the renderer.

· Markus Multrus (Fraunhofer IIS): Is there a specific reason for leaving out higher order Ambisonics?

· Stefan Bruhn (Dolby): Contribution was limited to agreed formats only.

· Stefan Döhla (Fraunhofer IIS): Discussion on how to progress IVAS standardization not completed. Is this also needed for stereo-only?

· Stefan Bruhn: Don’t think that phased approach with stereo only is likely.

Decision: S4-200158 is noted.
S4-200179
Presenter: Stefan Bruhn (Dolby)
Discussion:
· Tomas Toftgard (Ericsson): Can not agree that the reference for FOA codec input is HOA.

· Milan Jelinek (VoiceAge): Also for us this is not agreeable.

Decision: S4-200179 is noted. 
Standardization Process
 
S4-200153
Presenter: Imre Varga (EVS SWG Chairman)
Discussion:
· None

Decision: S4-200153 is noted. 
S4-200115
Presenter: Tomas Toftgard (Ericsson)
Discussion:
· Stefan Bruhn (Dolby): In my view this contribution contains various elements that need to be understood better in detail; contribution resonates well, that controversies should be reduced with collaborative approach, which is inline with Dolby’s view

· Markus Multrus (Fraunhofer IIS): Unclear, why the source thinks that the amount of discussion can be reduced, whereas the source first increases the degree of freedom by setting up an unclear process and raising many more questions, e.g. on baselines, subdivision in modules.

· Tomas Toftgard (Ericsson): Thinks that companies reduce the amount of discussion in case they are interested in certain features only; discussion process all the time

· Lasse Laaksonen (Nokia): What expectation on schedule do you have? Do you think the current schedule is still valid?

· Tomas Toftgard (Ericsson): Hope that interested parties could jointly build baseline; then a qualification phase is not longer needed

· Stefan Bruhn (Dolby): Current discussion is related to problem on how to accelerate process; trying to solve problem of non-technical nature, i.e. process needs to be reviewed; hoping for faster process

Decision: S4-200115 is noted. 
S4-200131
Presenter: Hiroyuki Ehara (Panasonic)
Discussion:
· Stefan Döhla (Fraunhofer IIS): On the parallel aspect of Option 2: Since the spatial part is much more complex than stereo part - how do you think this can be completed in parallel. 

· Hiroyuki Ehara (Panasonic): Either by splitting spatial part of focusing on spatial part directly after first step

· Tomas Toftgard (Ericsson): Do you foresee to standardize IVAS stereo in Option 1) as a separate standard?

· Y: No idea about this; if two independent standards are created, might cause confusion in the marketplace; for further discussion 

· Stefan Bruhn (Dolby): See ways to also combine this with Ericsson proposal; doesn’t see collaborative approach: what do you think about collaborative approach?

· Hiroyuki Ehara: No objections against collaborative approach in case there is a realistic way on how to realize such an approach

· Stefan Bruhn (Dolby): Option 2) could be seen similar to Ericsson proposal since there are different components and could be possible that not all proponents focus on everything all the time - looks similar to collaborative approach as pointed out by Ericsson

· Imre Varga (EVS SWG Chairman): In my understanding the first step - that provides solution for ITT4RT - is more a scheduling issue. The second step provides solution for stereo and third step provides solution for immersive. Is there a similarity to Ericsson proposal?

· Hiroyuki Ehara (Panasonic): Yes, similarity can be seen, but did not consider collaborative approach.

· Stefan Döhla (Fraunhofer IIS): Sees that stereo component could be achieved in shorter time scale compared to spatial component. If we would focus on spatial only, we would artificially hold back stereo solution from market. How do you see this issue?

· Hiroyuki Ehara (Panasonic): In case stereo is launched before complete solution, there might be two types of terminals; these terminals need to be differentiated during call negotiation; but also understand if stereo mode can be achieved much earlier, there is another option of having stereo mode separately. But this may cause market confusion; the second option is to complete all tasks in one step. 

· Stefan Döhla (Fraunhofer): Holding back an essential component is not good for the marketplace.

· Stefan Bruhn (Dolby): Comment on ITT4RT: Should be objective of this WI to provide immersive solution for ITT4RT. Should deliver fully immersive IVAS solution for ITT4RT all the time. 

· Markus Multrus (Fraunhofer IIS): Hiroyuki mentioned that negotiation needed in case stereo IVAS terminal talks to immersive IVAS terminal; isn’t negotiation anyway needed, because most likely not all terminals will support all functionality of IVAS?

· Hiroyuki Ehara (Panasonic): Good point, yes, most likely negotiation on input and output configurations needed.

Decision: S4-200131 is noted. 
S4-200133
Presenter: Lasse Laaksonen (Nokia)
Discussion:
· Hiroyuki Ehara (Panasonic): Sees similarity of Nokia with Panasonic proposal. Also, outlined third option of Nokia proposal is very similar to Panasonic proposal. Very supportive for this proposal

· Stefan Bruhn (Dolby): What is your view on speeding up process?

· Lasse Laaksonen (Nokia): For ITT4RT decision is needed whether IVAS or backup solution should be used there. Believe that there would be more clarity in case with multi-mono EVS process is progressed for ITT4RT first. Lacking the vision that IVAS could be speed up sufficiently.

Decision: S4-200133 is noted. 
S4-200167
Presenter: Stefan Bruhn (Dolby)
Discussion:
· Peter Isberg (Sony): There is a distinction between what are companies inside and outside the collaboration allowed to do: Current basis of work based on 3GPP membership; taking away this basis needs to be carefully considered.

· Stefan Bruhn (Dolby): Proposal to make process fully transparent; every 3GPP member invited to join; also all 3GPP members can raise opinion within the standardization process

· Stefan Döhla (Fraunhofer IIS): What is the impact of this proposal: Companies have diverging interests:  how is this supposed to change just because of the change of the process? 

· Stefan Bruhn (Dolby): Thinks that transparency makes significant change

· Stefan Döhla (Fraunhofer IIS): Is procedure based on the work of other standardization bodies?

· Stefan Bruhn (Dolby): Iterative process common practice in collaborative work, also in other standardization bodies

· Tomas Toftgard (Ericsson): Talking about baseline solution and agreement on e.g. baseline and process. How do you see this happen given the current amount of disagreement?

· Stefan Bruhn (Dolby): Not all parties might be interested in all components; how to get to baseline might require further discussions

· Markus Multrus (Fraunhofer IIS): Proposal raises many new open questions. How is this foreseen to speed up the process?

· Stefan Bruhn (Dolby): Do believe that we can not continue in the current way or working. Of course further discussions are needed on how to exactly proceed.

Decision: S4-200167 is noted. 
S4-200177
Presenter: Markus Multrus (Fraunhofer IIS)
Discussion:
· Stefan Bruhn (Dolby): Thinks that contribution provides only description of the symptoms, but not on the cause. Severe concerns about phased approach, because of market confusion, unclarity when immersive part will be available. 

· Markus Multrus (Fraunhofer IIS): Cause is lack of experience; contributions proposes to lower the degree of freedom by narrowing the scope

· Tomas Toftgard (Ericsson): Ericsson doesn’t see the need for separate standardization of stereo; thinks that it would be better to get one complete codec solution.

· Imre (EVS SWG Chairman): What is the meaning of completing phase 1 before phase 2?

· Markus Multrus (Fraunhofer IIS): Needs to be decided be the group. Could be e.g. to first complete stereo part of specification

· Imre Varga (EVS SWG Chairman): This approach is different from WID description. Needs to be agreed.

· Markus Multrus (Fraunhofer IIS): Also any other change also needs to be agreed

· Huan-yu Su (Huawei): Stereo solution might be a good starting point since different candidates are not known. Stereo could also be a target which can be understood by everybody, building upon it might be a good starting point. But also agrees that two different standards are not desirable. 

Decision: S4-200177 is noted. 
Discussion:
· Imre Varga (EVS SWG Chairman) presents a summary of proposals:

· A) Collaborative approach

· Imre Varga (EVS SWG Chairman): Proposes to have a first version of the collaboration rules permanent document available for the next meeting

· B) Phased approach

· Lasse Laaksonen (Nokia): Would be good to also include timeline into discussion; decouple IVAS project plan from ITT4RT schedule 

· Stefan Döhla (Fraunhofer IIS): In proposal B it reads “Phased standard development may be combined with public collaboration (?)”. This was not part of our contribution, and could also be added to proposal A, which could also be combined with phased approach. He does not request to remove the sentence.

· Imre Varga (EVS SWG chairman): Asking whether the two proposals could be merged, since proposal A) and B) are rather orthogonal.

· Stefan Bruhn (Dolby): Maintains view on problems with standardizing stereo solution first

· Imre Varga (EVS SWG chairman): Completion of phase could also mean to not finalize a standard for phase 1, but only forms basis for second phase with one single candidate at the end.

· Stefan Bruhn (Dolby): Also Panasonic concept contained concept of phases, but also concept of parallel phases. This could also be combined with proposal A).

· Tomas Toftgard (Ericsson): From Ericsson’s perspective, stereo would be one building block;

· Stefan Döhla (Fraunhofer IIS): What’s missing in first concept is a decision based on technical merits, e.g. selection of RM0 as in MPEG terms.

· Huan-yu Su (Huawei): Proposing concept to use stereo as RM0 for proposal A?

· Stefan Döhla (Fraunhofer IIS): Not really; problem with public collaboration is that it has issues that are orthogonal to phased-approach; the question on how an open collaboration should exactly work is unclear

· Huan-yu Su (Huawei): To me, proposal A and proposal B are rather close; 

· Imre Varga (EVS SWG chairman): On proposal B: What does “completion of phase 1” mean?

· Stefan Döhla (Fraunhofer IIS): Building block means splitting up of the IVAS WI into different components; with this, also parts of the specification could be pre-filled; gives us also flexibility to decide on integration e.g. into MTSI later.

· Tomas Toftgard (Ericsson): Talking about “building blocks” of IVAS WI. Is this what proposal B means?

· Stefan Döhla (Fraunhofer IIS): Building block is equal to work-item; for each building block a separate work-item is needed

· Stefan Bruhn (Dolby): Sees problem with freezing building blocks during standardization; might be problematic when it comes to interaction with immersive features later on. Could this be combined with public collaboration?

· Markus Multrus (Fraunhofer IIS): Proposal was made with current process in mind; change of process is a big step, since companies started to participate in IVAS with current process in mind.

· Imre Varga (EVS SWG chairman): But we have not been making progress, and we have to make progress. Asking whether proposals could be merged, or what is the support for either proposal?

· Markus Multrus (Fraunhofer IIS): Difficult to agree on a proposal with many details open.

· Stefan Bruhn (Dolby): Many ways to discuss open details.

· Stefan Döhla (Fraunhofer IIS): On public collaboration: How would you see the finalization of performance requirements and design-constraints. Shouldn’t this happen beforehand?

· Stefan Bruhn (Dolby): No necessity to complete performance requirements, design constraints beforehand, could be done in parallel tracks.

· Lasse Laaksonen (Nokia): In our view, many of those roadblocks come from diverging views on what is actually needed for the codec; thus cannot leave the discussion of design constraints, performance requirements completely open; more effort into achieving common grounds there should be put, before any decision on public collaboration.

· Tomas Toftgard (Ericsson): Good comment by Lasse. This is also the assumption of different building blocks in Ericsson proposal, e.g. on pass-through, non-pass-through modes, which are heavily debated. Needs to be seen on whether agreement on this can be reached.

· Imre Varga (EVS SWG chairman): For proposal B, issue of market confusion can be spelled out.

· Stefan Bruhn (Dolby): For proposal B, also update of WI description needed.

· Stefan Döhla (Fraunhofer IIS): Proposal was to have WIDs for building blocks within IVAS.

· Imre Varga (EVS SWG chairman): In case of phased work (proposal B), with standardizing phase 1 codec before going forward, WID has to be changed and re-approved: timelines within current WID (to present certain specifications to SA plenary) need to be updated.

· Paul Dillen (Philips): A standardization effort in addition to the immersive parts means delay of timeline, because of the additional effort for standardization work.

· Imre Varga (EVS SWG chairman) asking 

· Who would oppose proposal A: Fraunhofer IIS (reasons as outlined above)

· Who would oppose proposal B: Dolby, Philips, Orange (reasons as outlined above, also does not solve the root cause, market confusion)

· Peter Isberg (Sony) asking for documents to be shared and more discussion time

· Imre Varga (EVS SWG chairman): says yes this is the next step anyhow and uploaded the document to Drafts folder and said we will come back to this topic later during the meeting 

· Imre Varga (EVS SWG Chairman): Proposal to follow up on topic during an ad-hoc meeting.

· Stefan Döhla (Fraunhofer IIS): Wouldn’t we have enough time during the next SA4 meeting, also because there is no SA Plenary meeting afterwards, and we would have time to focus on this issue.

· Stefan Bruhn (Dolby): Work for IVAS WI anyway not presented to SA Plenary. While it can be understood that no progress can be made at this meeting since the proposals are new, we should not wait until April meeting for this matter. This will allow to take results of the ad-hoc into consideration when preparing the next SA4 meeting.

· Tomas Toftgard (Ericsson): Better March than February, to increase the probability for finding a site at Ericsson.

· Stefan Döhla (Fraunhofer IIS): Would like to understand the details of the meeting first.

· Stefan Bruhn (Dolby): Proposal for a 2-3 day meeting.

· Proposal: March 11 - 12, potentially also March 13th, Erlangen, Germany → starting time will be set during closing plenary

S4-200110
Presenter: Takehiro Moriya (NTT)
Discussion:
· Tomas Toftgard (Ericsson): In clause 2.1 pre-/post-processing for interoperability is mentioned. What type of pre-/post-processing would this be?

· Takehiro Moriya (NTT): Need to ensure interoperability with EVS streams. Need either simultaneous or embedded coding to ensure this interoperability.

· Tomas Toftgard (Ericsson): Is this pre-/post-processing foreseen to be standardized?

· Takehiro Moriya (NTT): Some sort of standardization may be needed: Downmix needed to ensure interoperability with monaural EVS streams.

· Stefan Bruhn (Dolby): Is the proposal that like in MTSI, several streams that have been created by several instances of the IVAS/EVS codec, can be transported?

· Takehiro Moriya (NTT): Yes, this is the intention

· Stefan Bruhn (Dolby): Is a CR to 26.114 is intended? Then this should be discussed with MTSI SWG.

· Takehiro Moriya (NTT): Further study needed before starting CR. This should be done outside IVAS work. No need for handling multiple streams in IVAS design constraints or performance requirements.

· Imre Varga (EVS SWG chairman): Could such a CR be done at the end of IVAS standardization?

· Takehiro Moriya (NTT): Or earlier, if needed by ITT4RT. But not now.

· Takehiro Moriya (NTT): Will make a concrete proposal when completing IVAS-3 and IVAS-4.

Decision: S4-200110 is noted.
Stereo Processing
 
S4-200119
Presenter: Tomas Toftgard (Ericsson)
Discussion:
· Stefan Bruhn (Dolby): In the introduction, various processing from suggested past contributions are listed. How does this relate to proposal?

· Tomas Toftgard (Ericsson): For stereo output formats, optional rendering is not needed. 

· Stefan Bruhn (Dolby): A note should be added that not all of the depicted features might be used during qualification phase.

· Stephane Ragot (Orange): For clean-channel conditions, no EID/network simulator is needed.

· Tomas Toftgard (Ericsson): It was done like this to not duplicate the figure. It was done like this also for EVS.

· Resolution:

· The contribution was agreed including a note (see above). The editor of the processing plan will incorporate it into the processing plan. 

Decision: S4-200119 is agreed. 
S4-200120
Presenter: Tomas Toftgard (Ericsson)
Discussion:
· Stefan Bruhn (Dolby): Suggesting to use something similar to ITU-R BS.1770. Why not using ITU-R BS.1770 directly?

· Tomas Toftgard (Ericsson): So far, no implementation of ITU-R BS.1770 available, rather a simplified way is proposed where already implementations are available.

· Stefan Bruhn (Dolby): Dolby provided test results where ITU-R BS.1770 was used. Parties are invited whether also to them implementations of ITU-R BS.1770 are available.

· Peter Isberg (Sony): ITU-T has released P.700 loudness model for speech communication. 

· Stefan Döhla (Fraunhofer IIS): Were the results of this approach compared to ITU-R BS.1770?

· Tomas Toftgard (Ericsson): No comparisons carried out. Also other parties invited to compare for the next meeting.

Decision: S4-200120 is noted. 
S4-200138
Presenter: Lasse Laaksonen (Nokia)
Discussion:
· Stefan Bruhn (Dolby): Nice overview over interesting stereo use-cases. What would be the practicalities for producing suitable test material for listening tests? For speech-codec testing in the past, the proponents did not have any insight in the material used by external labs. Not fully convinced that we can test completely realistic anyways due to the lack of specification of acoustic interface, pre-processing etc. Capturing with fully compliant smartphones missing. How could various use-cases be simulated?   

· Lasse Laaksonen (Nokia): Main purpose of discussion is not to isolate individual recording scenarios that need to be followed, but would like to encourage testlabs to do at least some stereo recordings that are suitable to them. We do not believe that simulated signals will be sufficient for testing the robustness of the codec.

· Milan Jelinek (VoiceAge): Support Nokia’s view. Would like to come back to this discussion when reviewing the VoiceAge contribution on stereo performance requirements. Only usage of ITU-T tools will not provide sufficient material.

· Tomas Toftgard (Ericsson): Also would like to support Nokia’s view. Recording of stereo speech not seen as significant effort.

· Stefan Döhla (Fraunhofer IIS): In general support for this contribution. Question: Should recordings be done like in a real UE? In a real UE there might be preprocessing tools and less optimal hardware (noise suppression, MEMS microphones, etc.) which might already degrade the quality. Think that high quality recordings should be used.

· Lasse Laaksonen (Nokia): Some kind of quality control expected by party which performs the recordings. If issues are detected it is expected that recording setup is changed.

· Jan Reimes (HEAD acoustics): High quality recordings are available in ETSI TS 103224, ETSI TS 103557 specifications

· Stefan Bruhn (Dolby): Need to understand what can or can not be simulated, and what is the simulation error, or what does it take to make up realistic simulation.

Decision: S4-200138 is noted. 
S4-200140
Presenter: Stefan Döhla (Fraunhofer IIS)
Discussion:
· Jerome Daniel (Orange): Is the main idea to provide a certain range of direct to indirect sound ratio in the room by playing with the distance of the talker?

· Stefan Döhla (Fraunhofer IIS): Room is acoustically treated, so no significant reverb effects. Is mostly direct signal.

· Jerome Danien (Orange): Is the assumption that the talker face the microphone?

· Stefan Döhla (Fraunhofer IIS): Yes, talkers are asked to face the center microphone. 

· Stefan Bruhn (Dolby): This setup appears to be very unrealistic. In what way would you think this would satisfy the desire of a realistic rather than a simulated approach?

· Stefan Döhla (Fraunhofer IIS): This is still a realistic room, whereas filtering with impulse responses seems to be overly artificial. Same was done with mono recordings in the past.

· Stefan Bruhn (Dolby): Not a sufficiently realistic setup. Dolby sees significant differences from own experience.

· Stefan Döhla (Fraunhofer IIS): The idea is to use high-quality items. Reverb and background noise could be added later on. This follows the same idea os for mono items as used for EVS or AMR-WB.

· Stefan Bruhn (Dolby): Also in a simulation approach reverb, background noise could be added.

· Imre Varga (Qualcomm): Summary recommends P.800 DCR - there are other methods available, and other methods are recommended for further consideration, too.

· Milan Jelinek (VoiceAge): This setup will probably produce more realistic recording than generation via ITU-T tools. Question: Distance of 1.5 m is relatively large. What was the assumption wrt distance?

· Stefan Döhla (Fraunhofer IIS): Distance was chosen to fit the table, to represent the hands-free case. 

Decision: S4-200140 is noted. 
S4-200171
Presenter: Stephane Ragot (Orange, remote participation)
Discussion:
· Milan Jelinek (VoiceAge): Would like to repeat concern on using only the artificially generated items.

· Stefan Bruhn (Dolby): Would be good to understand what differences there are between real recordings and simulations with impulse responses that match the real recordings.

· Stefan Döhla (Fraunhofer IIS): It really matters whether artificially or recorded items are used, as e.g. seen in the VoiceAge contribution. The impulse-responses in the ITU-T tools are quite limited. Is Orange willing to provide new impulse responses to match all IVAS requirements.

· Stephane Ragot (Orange): Would be open to accept contributions on this.

· Takehiro Moriya (NTT): Impulse responses are fixed in time, but talkers might actually slightly move and thus add variation in time. This is a reason for using actual recordings.

· Stephane Ragot (Orange): Natural capture may also be considered, but there are practical matters that need to be taken into account, also wrt comparison.

· Milan Jelinek (VoiceAge): Could standardize the process, and small variations might be acceptedadded for in-house testing.

Decision: S4-200171 is noted. 
External Rendering
 
S4-200118
Presenter: Tomas Toftgard (Ericsson)
Discussion:
· Imre Varga (EVS SWG Chairman): The sentence “Requirements on interface are TBD” should be an Editor’s note.

· Lasse Laaksonen (Nokia): Are all formats mandatory or optional?

· Tomas Toftgard (Ericsson): Optional. 

· Stefan Bruhn (Dolby): What kind of further requirements is envisioned to be set?

· Tomas Toftgard (Ericsson): Have currently no further requirements in mind.

· Stefan Bruhn (Dolby): Need clarification on statement in parenthesis.

· Tomas Toftgard (Ericsson): Need some definition of the formats. 

· Imre Varga (EVS SWG Chairman): Proposed rephrasing: “The interface shall support at least one of channel-based, scene-based and/or object based audio formats.”

· Tomas Toftgard (Ericsson): This is then underspecified.

Decision: S4-200118 is noted. 
Usage Scenarios
 
S4-200111
Presenter: Takehiro Moriya (NTT)
Discussion:
· Stefan Bruhn (Dolby): Is it right to understand that an operator forwards the call?

· Takehiro Moriya (NTT): Yes, this is one of the functionalities. Also, three-party call is one of the functionalities. Business-phones could be replaced by sophisticated telephony systems, e.g. by means of IVAS.

· Stefan Bruhn (Dolby): Why is video excluded?

· Takehiro Moriya (NTT): Current business phones don’t have video functionality. But video could be added.

· Stefan Bruhn (Dolby): It would be good to understand the commonalities and differences to server-based approach.

· Hiroyuki Ehara (Panasonic): This is proposed as IVAS use-case scenario. Tandem-free connection is important for this. If EVS is used, there seems to be no problem with tandem-free configuration. What’s the role of IVAS?

· Takehiro Moriya (NTT): Rendering functionality of IVAS beneficial. Want to promote IVAS as early as possible in the market.

· Stephane Ragot (Orange): What is the assumed service architecture? MTSI or MSMTSI?

· Takehiro Moriya (NTT): Invite Stephane Ragor for offline discussion on question. 

· Stefan Bruhn (Dolby): Why not using an EVS end-to-end connection, but connect to IVAS?

· Takehiro Moriya (NTT): Participants could enjoy the full functionality of IVAS.

· Resolution:

· Add <Audio-Visual> to “Media Components” field

· Include within square brackets in IVAS-9 → SA4-200306

Decision: S4-200111 is agreed. 
S4-200306
Presenter: Lasse Laaksonen (Nokia)
Decision: S4-200306 is agreed
Performance Requirements
 
S4-20062
Presenter: Milan Jelinek (VoiceAge)
Discussion:
· Imre Varga (EVS SWG Chairman: Could you clarify on the bandwidth?

· Milan Jelinek (VoiceAge): in general SWB, but always the maximum per bitrate in case full SWB not available.

· Tomas Toftgard (Ericsson): Could you clarify on the SDRUs?

· Milan Jelinek (VoiceAge): Correspond to SDRUs as defined in P.811.

· Stefan Bruhn (Dolby): How was the reverb controlled for real-capture items?

· Milan Jelinek (VoiceAge): There was no explicit control, but the items were recorded in a room with 0.19s reverberation time, volume 45m2.

· Stefan Bruhn (Dolby): Would you consider the natural recordings rather reverberant or dry?

· Milan Jelinek (VoiceAge): The room is not completely dry, but reverberant in a pleasant way.

· Stefan Bruhn (Dolby): Was any detailed analysis carried out on the artificial items, especially to look on reverberant and dry items separately?

· Milan Jelinek (VoiceAge): No, this was not carried out due to a lack of enough items.

Decision: S4-20062 is noted.
S4-200132
Presenter: Hiroyuki Ehara (Panasonic)
Discussion:
· Stefan Döhla (Fraunhofer IIS): Do you consider M/S stereo microphones to deliver left/right-signals or mid/sid-signals to the codec?

· Hiroyuki Ehara (Panasonic): The tested devices output mid/side-signals. They are shipped with a software that can convert to left/right or other signal representations. 

· Stefan Döhla (Fraunhofer IIS): But mid/side-representation is not intended for listening

· Stefan Bruhn (Dolby): We require a convention for stereo input, e.g. left/right-signals. Question on whether targeting for such a convention or the possibility to change such a convention? Also wondering if this could be put into audio metadata definition? 

· Hiroyuki Ehara (Panasonic): If metadata supports this information then this could be used for rendering. There might be other ways to convey such information, e.g. session negotiation or metadata communication. No specific opinion on how to support this information.

· Stefan Bruhn (Dolby): In your view, wouldn’t it be sufficient to have a convention, that only left/right signals should be fed into the codec?

· Hiroyuki Ehara (Panasonic): In case of a convention, the implementor needs to implement the M/S to L/R conversion. In some cases it might be desirable to transmit signal as is, i.e. without conversion. 

· Stefan Döhla (Fraunhofer IIS): M/S matrixing is very low complex. But are you aiming for e.g. changing the stereo width on the receiver side, in case of M/S signals.

· Hiroyuki Ehara (Panasonic): Yes, M/S signals should be identified. Smartphone can detect such signals.

· Imre Varga (EVS SWG Chairman): For the exact proposal: Isn’t a limitation to stereo input only missing?

· Hiroyuki Ehara (Panasonic): Yes, it is for the stereo case.

· Tomas Toftgard (Ericsson): On the meaning of the “shall” case: What is the meaning of microphone type configuration? Only M/S ←→ L/R or also other types of configuration?

· Hiroyuki Ehara (Panasonic): At least signaling of M/S stereo microphone types can be identified. Might need clarification.

· Tomas Toftgard (Ericsson): On addition to IVAS-3: “For generating each reference condition data, a best suited microphone type for each reference codec shall be selected. The best suited microphone type is supposed to enable the reference codec to provide the highest performance”  Does this mean that different microphone configurations and reference codecs are supposed to be used for different items?

· Hiroyuki Ehara (Panasonic): Yes.

· Stefan Bruhn (Dolby): Unclear to understand the practicality of this proposal: Usually, microphone configuration is given. How important is this requirement for Panasonic?

· Hiroyuki Ehara (Panasonic): Some content might be suitable only for a certain microphone configuration, and there might be a significant difference in performance. The better mode should be used, e.g. dual-mono vs. M/S stereo.

· Milan Jelinek (VoiceAge): Seems to be rather complicated to implement in practice, starting with the fact that some codecs work better for some samples, some other codec works better with other samples. Possibly also dependent on laboratory. From VoiceAge test results, unsure whether a gain for coding of M/S signals can be seen. Unless there is a significant benefit seen, suggests to be careful before entering this approach.

· Imre Varga (EVS SWG Chairman): Pointing out on the Design Constraints proposal that it up to the candidate, whether the information provided by the interface is actually used by the codec.

· Tomas Toftgard (Ericsson): Is it correct understanding of the proposal, that also the information on M/S or L/R coding needs to be transmitted to the decoder-side, to make use of the information?

· Hiroyuki Ehara (Panasonic): Not mandating any bits on this. It can be transmitted or used only on the encoder-side.

· Stefan Bruhn (Dolby): Proposing to provide such information in an optional manner via audio metadata. Should also have a system with a default convention. See some potential complications, unsure on benefit.

· Milan Jelinek (VoiceAge): Unclear on whether the information is supposed to indicate how the item was recorded (input to encoder-side) or encoded (input to deencoder-side). Don’t see the necessity to use anything else than L/R input on encoder-side.

· Hiroyuki Ehara (Panasonic): Information on recodering should be detected.

· Stefan Döhla (Fraunhofer IIS): Agree with Milan: Need to differentiate between 1) recording setup and 2) encoding (e.g. left/right signal or mid/side signal). 

· Stefan Bruhn (Dolby): Sees inconsistency in proposal. 

· Markus Multrus (Fraunhofer IIS): Still unclear what this information is exactly used for. Also would be useful, what microphone type information exactly can be signalled.

· Stefan Döhla (Fraunhofer IIS): Would be helpful if a list of possible microphone types would be added to the proposal.

Decision: S4-200132 is noted. 
S4-200137
Presenter: Lasse Laaksonen (Nokia)
Discussion:
· Stefan Bruhn (Dolby): Could you tell possible values for X, Y, Z, W you have in mind?

· Lasse Laaksonen (Nokia): No exact values in mind yet. In this example X and Z, could be 16.4 kbit/s. Some space for spatial metadata needs to be left. But this is just an initial thought and further development is needed.

· Stefan Bruhn (Dolby): What would be the assumption related to the capture of the signals?

· Lasse Laaksonen (Nokia): One obvious choice in testing is using the reference software which was made available. Depending on the foreseen type of testing, also test signals captured by practical devices could be considered, e.g. as shown in live-demo. However, this approach would mean to make such signals available to proponents or test labs. This approach might also be easier in public collaboration.

Decision: S4-200137 is noted. 
S4-200172 
Decision: S4-200172 is withdrawn. 
S4-200165
Presenter: Markus Multrus (Fraunhofer IIS)
Discussion:
· Imre Varga (EVS SWG Chairman): What does “... DTX shall be activated synchronously in both…” mean?

· Markus Multrus (Fraunhofer IIS): Should be active in both, CuT and reference codec

· Tomas Toftgard (Ericsson): Intended that DTX is active at all bitrates?

· Markus Multrus (Fraunhofer IIS): Yes, as for EVS

· Stefan Bruhn (Dolby): Wasn’t characterization for DTX modes only up to 24.4 kbit/s?

· Markus Multrus (Fraunhofer IIS): For EVS, DTX provided for all bitrates

· Milan Jelinek (VoiceAge): For EVS, DTX available for all bitrates, but for high bitrates it is triggering only for clean speechbackground conditions

· Markus Multrus (Fraunhofer IIS): Even for EVS, not all combinations (e.g. bitrates, DTX) were tested

· Stefan Bruhn (Dolby): In VoiceAge test results, and also in the Dolby test results, inconsistency behavior of EVS dual mono and joint stereo codec dependent on kind of input material. Might be too quick to agree on certain requirements. We need to understand the implications of such test results in detail.

· Milan Jelinek (VoiceAge): In fact, EVS dual-mono is performing very consistently over all content types.  

· Markus Multrus (Fraunhofer IIS): Also in my experience 2x EVS delivers consistent results and is the direct competitor 

· Stefan Bruhn (Dolby): See different results, e.g. dependent on reverberance on/off or talker interference

· Markus Multrus (Fraunhofer IIS): Is this a proposal to raise or to rather lower the performance requirements for certain conditions?

· Stefan Bruhn (Dolby): Want to be realistic; IVAS should provide benefit over EVS dual mono operation in the frequent case when there is no talker interference. But there might be other cases that are not frequent, such as those with talker interference, which might need to be revisited. There is also the exception of uncorrelated content.

· Stefan Döhla (Fraunhofer IIS): Question to Stefan Bruhn: The performance requirements are required to be completed for this meeting. What is Dolby’s proposal on keeping the timeline?

· Stefan Bruhn (Dolby): It is also Dolby’s intention to complete work in a timely manner; alternatives to the way of working were provided by Dolby to this meeting.

· Agreement on (everything remains in square brackets):

· Table 1:

· Insert 0%, 3%, 6% FER

· High-level definition of stereo requirements

· Remove “binaural signals” in bullet 1

· Add sentences in front of Table 1: “For testing of the requirements in DTX on case, DTX shall be activated in both, IVAS CuT and EVS reference codec. For testing of the requirements in frame-error-case, frame errors shall be applied synchronously to both, IVAS CuT and EVS reference codec.”  

· → No update of the PR document for this meeting.

Decision: S4-200165 is noted. 
S4-200166
Presenter: Stefan Bruhn (Dolby)
Discussion:
· Milan Jelinek (VoiceAge): Several conclusions are derived by per category test results: Confidence intervals are quite large even for the total resultsthere; should be cautious of deriving conclusions. E.g. in dry-room there is a substantial drop between 2x EVS at 26.4 and 32.8 kbit/s which is difficult to justify. Also, reverberantin some cases dry rooms are indeed often usedinappropriate for conferences, but rooms should be reasonablye designed in terms of reverberance. Further, it is stated that hard-panned stereo is hardly ever usedIn case dry rooms are not used by conferencing systems: why are they then considered?

· Stefan Bruhn (Dolby): Like to have a codec that does not break down on certain cases, even if they are not common.

· Tomas Toftgard (Ericsson): On conclusion of reverberant or highly reverberant conference scenarios: Typically microphone preprocessing is used to make input signal usable for service and avoid too much reverb on the input signal.

· Stefan Bruhn (Dolby): Acoustic pre-processing is unknown. Unclear on how to consider them in this approach.

· Tomas Toftgard (Ericsson): In previous standardization efforts, high quality input material was used.

· Stefan Döhla (Fraunhofer IIS): Also part of our contribution was to use high quality input, because dereverberation is widely available and should be assumed. Thus such signals should be assumed, but without dereverberation artefacts. 

· Milan Jelinek (VoiceAge): Concern about first paragraph of conclusion (“The results suggest that averaging across the considered stimuli categories (hard-panned, dry, wet, binaural) is not appropriate since the codecs exhibit inconsistent behaviors among them. IVAS performance requirements should take this into account. Where item categories are too much diverging, specific requirements should be defined.”): Concerned if performance requirements are split up on different groups, very complex testing will follow. Rather proposal to assemble a representthe test database out of different categories.

· Stefan Bruhn (Dolby): This is most likely a question to test experts, on how many degrees of freedom could be contained in the test, so that still conclusions on individual categories can be deduced.

· Alan Sharpley (Dolby): The typical minimum number of votes required to find significant differences has been in DCR test 6 talkers x 24 listeners. Here are mode degrees of freedom due to different classes of samples.

Decision: S4-200166 is noted. 
7.6        New Work Items, New Study Items
S4-200174
Presenter: Stefan Bruhn (Dolby)
Discussion:
· Stefan Döhla (Fraunhofer IIS): Question on procedural aspects: Would this WI require a change to the IVAS WI, since it is a building block to the IVAS WI?

· Stefan Bruhn (Dolby), Paolo Usai (ETSI): Yes, IVAS WI needs to be changed.

· Stefan Döhla (Fraunhofer IIS): Discusses whether the IVAS WI could be split into more manageable tasks by adding more building blocks - this could be done in one step together with this WI proposal.

· Stefan Bruhn (Dolby): Could be considered to keep this open until the next meeting. In the IVAS WI, question of test methodology not very hot yet. By next SA4 meeting we should have a clearer picture on this.

· The proposal will be presented at the plenary and also discussed at the proposed Ad-Hoc meeting.

Decision: S4-200174 is postponed. 
7.7    Any Other Business
None.
7.8    Close of the session
The chairman thanked the participants for their contributions.

The Chairman and further participants thanked Paolo Usai for all his contributions over many years in codec testing at joint meetings with SQ.
The session was closed on 23 January 2020 at 12:30. 
Annex A
IVAS Standardization Process Proposals
– condensed out of contributions and discussions
  
Proposal – A
 
Collaborative development is believed to be a key element to resolve the deadlock which occurs since a long time.
Proposal-A is to run public collaboration as the method to develop one IVAS candidate (according to the objectives of the WID) which will undergo the selection process. Given the complexity of IVAS standardization, a first step of the proposal is to compose baseline development of dedicated building blocks.
A second step is a contribution-driven codec enhancement development in 3GPP group (public), within the framework of the Work Item Description agreed at TSG-SA
 
Upon agreement on the above way forward, a new IVAS Permanent Document will be drafted on Collaboration Rules:
· Facilitates structured work in 3GPP Public Collaboration process

· Basic principle is a contribution-driven codec enhancement development in 3GPP group (public), within the framework of the Work Item Description agreed at TSG-SA

· The term Collaboration Party will be defined, its rights and obligations; examples are

· Declares intention to participate in the IVAS public collaboration process

· Has the right to make contributions, …

· Has the obligation to contribute to testing (funding), code development, specification drafting, maintenance, …

· Rules of Public Collaboration will be defined; examples are

· Describes the rules of collaboration, how a contribution is made, what are the criteria of acceptance

· Describes how collaboration relevant information is shared, examples are

· Code repository

· Email reflector

· Documentation, data

· The jointly developed candidate codec will then run through a selection testing process using processing and test plans agreed at 3GPP level prior to testing.

 
Timeline
· To be included in updated Project Plan

· Project Plan for IVAS decoupled from ITT4RT schedule

 
Factors why interests of 3GPP (IVAS WI) may not be served
FhG: details are open
Opposition: FhG, by above reasons
 
 
 
Proposal – B
 
Proposal-B is to introduce subsequent phases in the IVAS standardization process. The method of subsequent phases means that phase-2 codec is developed after phase-1 codec was specified (?) / developed(?).
 
A specific proposal for phases:
· Phase 1 is the standardization of a stereo codec

· Phase 2 is the standardization of the immersive functionality, based on the Phase-1 stereo

 
Facilitates technical development and discussion by focusing on stereo solution and lowering degrees of freedom.
 
Phased standard development may be combined with public collaboration (?).
 
Timeline
· To be included in updated Project Plan

· Project Plan for IVAS decoupled from ITT4RT schedule

 
Factors why interests of 3GPP (IVAS WI) may not be served
Dolby: market confusion; WID update needed if specs are issued after each phase
Philips: timeline is impacted by two phases by doubling the standardization
Dolby: phased approach does not solve the root cause of the deadlock
Orange: market fragmentation
 
Opposition: Dolby, Philips, Orange, by above reasons
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170nt (Orange, HTF)
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