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1. Introduction
At last EVS SWG conference call (#65), the source made a proposal to enable in the IVAS coding and transmission framework the possibility of passing through external metadata [1]. The purpose is to keep the number of natively supported audio formats in the IVAS codec low, which helps keeping the IVAS codec slim and deployable while this would still enable future Immersive Voice and Audio Services based on potentially more advanced metadata-based audio formats. In the discussion during the telco, a number of comments were made, and the contribution was noted. 
[bookmark: _GoBack]This contribution is a resubmission of [1] along with a discussion of the comments received during the discussion. The document is concluded with the proposal of IVAS to support external metadata passthrough.
2. Discussion
Proposals have been made for the IVAS codec to support metadata-based audio formats beyond the basic set of Channel-, Scene, and Object-based audio formats. Common to such formats is that they rely on one or several audio channels and an additional stream of audio metadata. One such proposal is the metadata-assisted spatial audio (MASA) format by Nokia [2]. Another proposal is HTF by Qualcomm [3]. These formats may potentially help strengthening the attractiveness of future Immersive Voice and Audio Services. At the same time, it should remain important to keep the implementation burden of the IVAS codec limited in order to make it widely deployable, and in that sense, it is thus problematic if the IVAS codec shall support formats that go beyond the basic set of audio formats.
Audio formats relying on additional metadata such as MASA or HTF may come with the prospect to enable additional or more attractive features that are not included in the basic set of IVAS codec capabilities. These formats may for instance offer more accurate spatial representations when the capture is done under the limitations of the microphone placements of an actual smartphone. Another attractive feature may be that the metadata might allow reducing the number of required audio channels to carry the spatial audio signal. Yet another feature is the support of 6DOF VR use cases through the addition and handling of 6DOF metadata. This list may not be comprehensive and even over time, after IVAS codec standardization, new or more sophisticated use cases may arise requiring new or enhanced metadata-based audio formats.  
Should the IVAS codec natively support all such formats in a sense that it would comprise dedicated and specifically optimized coding tools for them, it would clearly make the IVAS codec more complex and be an additional burden for implementers. For the potential new or enhanced formats that are not yet specified, this would even be impossible. At the same time, it is currently not clear if all advanced metadata-based audio formats would be useful for all devices. For instance, not all IVAS capable UEs may offer spatial capture capabilities and there would thus be no advantage and only additional implementation burden if corresponding formats would be required. This aspect is especially true since none of the currently proposed additional metadata-based audio formats are widely deployed; it remains to be seen if there will be a broader adoption of them in future.   
A further aspect is that the encoding of the captured audio into the proposed metadata-based spatial audio formats (MASA, HTF) is proprietary. While example code for the encoding for certain idealized capture cases have been provided along with some test results of implementations in mockup-smartphones, it remains unknown of how much practical value the formats will be for actual IVAS services. There is thus no basis to require the IVAS codec to support these audio formats.  
Notwithstanding what is expressed above, it may still be desirable if IVAS services may at least potentially or in specific cases enjoy the advantages of the proposed additional spatial audio formats. It may further be wanted that future new or enhanced metadata-based audio formats could be supported even if they emerge only after the standardization of the IVAS codec. Thus, a framework would be needed in which IVAS services could take advantage of the proposed and future metadata-based audio formats while there would be no need to support them natively in the IVAS codec.
3. IVAS framework with external metadata passthrough
A framework that meets these needs is described in the following and illustrated by the figure below. The basic concept is that the IVAS codec framework not only offers encoding and decoding for the supported (basic) input audio formats but, additionally, pass-through of a bitstream of externally coded audio metadata. This allows supporting any metadata-based audio format, where the capture, coding and compression of the metadata is external of the IVAS encoder and where the metadata decompression and decoding as well as the audio rendering are external of the IVAS decoder. In that concept, the IVAS codec is operated to compress the audio signal channel(s) of the audio format while the coded metadata bitstream is multiplexed with the IVAS bitstream and transmitted jointly. 
In more detail, metadata-based audio capture is carried out as a component of the UE specific audio capture and audio pre-processing functions. Part of this processing is the generation of the metadata-based audio format comprising one or multiple audio channels and the associated metadata. These functions are typically proprietary. The audio channels are fed into the IVAS encoder where they are encoded according to their basic audio format properties. The metadata is encoded externally of the IVAS encoder into a compressed bitstream and then also fed into the IVAS framework. At the IVAS encoder side, no additional coding or compression is done with that bitstream. It is merely multiplexed in proper time-synchronized fashion, as is, into the IVAS RTP packets. At the receiving end, the audio channels are decoded and subsequently fed via the external renderer interface into the external renderer. The metadata bitstream is extracted and exposed via the external renderer interface to the metadata decompressor/decoder. Apart from that, there is no other processing of the metadata bitstream by the IVAS decoder. After decompression/decoding of the metadata bitstream, the metadata is fed into the external renderer, which synthesizes the audio output from the metadata and the received audio channels. In case the receiver does not provide an external renderer supporting the metadata-based audio format, the system can fallback to using the IVAS default renderer (internal) (signal path above dashed line). In that case, the external metadata bitstream is ignored and audio synthesis is merely based on the audio signal channels (and possibly any associated native IVAS metadata). For that fallback operation to work properly, it must be required that the audio channels associated with the metadata-based audio format contain perceptually meaningful audio signals, so that service quality can be maintained, even though it may be inferior to the quality when using the external renderer. It is notable, that metadata creation, compression, coding and transmission should be avoided if the renderer does not support the metadata. This can be ensured in case there is end-to-end session negotiation.   


[bookmark: _Hlk27339061]Figure 1: Block diagram of IVAS framework with external metadata passthrough
In summary, the concept has the following properties and imposes the following requirements:
· Metadata-based audio capture and encoding is external to the IVAS codec. It may typically be based on proprietary implementations specific to the UE.
· Metadata compression is external to the IVAS codec. To take full advantage of the metadata-based audio format, the metadata de-compressor/decoder and the renderer must support the audio format. This is can for instance be ensured by session setup procedures that may select a suitable external renderer. 
· The metadata-based audio capture and encoding stage must provide perceptually meaningful input signal channels to the IVAS codec in any of the supported IVAS codec input audio formats.
· The IVAS framework must be capable of passing through metadata bitstream frames from encoder to decoder along with IVAS codec bitstream frames. It is suggested that the IVAS RTP payload format allows multiplexing metadata bitstream frames with IVAS bitstreams of the signal channels.
· In case an external renderer is connected to the IVAS decoder that supports the metadata-based audio format, it shall receive the decoded audio signal channels and the decoded metadata or the metadata bitstreams via the external renderer interface. The metadata decoder/de-compressor may be part of the external renderer.
· In case the receiver does not offer a suitable external renderer, rendering is only based on the decoded audio signal channels. Potentially received metadata of the metadata-based audio format is ignored. For that case, it needs to be ensured that the offered quality is still at an acceptable level. The criteria for that would have to be specified.
· In cases where end-to-end capability exchange is possible, the metadata-based audio format should be negotiated at session setup, e.g. using SDP. This would ensure that the audio format is only used if the renderer supports it. Such a negotiation mechanism may rely on that the permitted metadata-based audio formats are registered and can be signaled by unique code points.
· Unlike a metadata-based audio format that would be standardized together with the IVAS codec, the metadata format and its coding do not need to be frozen with the IVAS codec standard. This allows future enhancements of the format or adding new formats at some later stage.  
· The concept can be applied as a solution for IVAS to support the suggested MASA and HTF input audio formats and any comparable other (future) metadata-based audio format. 
· The concept can also be used to enable 6DOF use cases by passing through 6DOF metadata to an external renderer that supports 6DOF.
· There is no additional implementation burden for UEs that are designed not to support these formats.

4. Discussion of arguments made at EVS SWG telco # 65
Main comments/questions received during the discussions at the EVS SWG telco were related to interoperability, proprietary solutions that might be enabled and complexity as a justification of the proposal.
The source believes that interoperability is indeed crucial and should get highest attention. In order to guarantee interoperability between UEs supporting the metadata-based audio format on the sending end and receiving UEs that do not support it, the following mechanisms are proposed:
· Capability exchange, e.g. using SDP at session setup. The metadata-based audio format should only be used if both endpoints support it. Otherwise, a different format supported by the endpoints and suitable for the service should be negotiated.
· Considering that there are cases where end-to-end capability exchange is not possible, one way to deal with this is that the 3GPP IVAS service specification only allows using the metadata-based audio format if a capability exchange is successful. If no end-to-end negotiation can be carried out, the service would have to fall back to the natively supported audio formats that can be rendered with the IVAS default renderer.
· To deal with any potential situation where, despite the mechanisms above, an endpoint might receive the metadata-based audio format though it has no renderer that supports it, it should be required that only such metadata-based audio formats shall be allowable that support native IVAS decoding to a useful output signal merely based on the audio signal channels. Any potentially received metadata of the metadata-based audio format would then be ignored. For that case, it needs to be ensured that the offered quality is still at an acceptable level and suitable for the service. The criteria for that would have to be specified.
With regards to the comment that the suggested external metadata passthrough capability would enable proprietary coding solutions, it is important to consider that offering the possibility of external metadata passthrough would by no means result in that ‘any’ proprietary metadata-based audio format would become possible. By requiring that any standards compliant solution must be negotiable using a unique code point, 3GPP can set acceptance criteria for metadata-based audio format and only endorse those formats that meet the criteria. Many metadata-based audio formats may comprise proprietary components, e.g., in the audio capture, the audio pre-processing or the audio rendering. 3GPP should accordingly set suitable minimum performance requirements and test specifications before allowing any such metadata-based audio format whose audio capture, audio pre-processing or rendering stages are not fully specified and characterized.       
A further question or comment was made if complexity of metadata-based audio formats would be a good motivation for the proposal. In that regard it is important to note that it is not useful to speculate about the additional coding complexity and memory footprint required for presently undisclosed compression and coding methods for the metadata of any potential metadata-based audio format. It is however clear that there will be UEs for which the metadata-based audio formats will not be relevant since, e.g., they may not support advanced spatial audio capture. For such UEs any required though not used additional metadata-based audio format would be extraneous cost but of no value. Beyond that, a strong justification for the proposal remains that it enables supporting future metadata-based audio formats and optimizing existing ones at any time even after IVAS codec standardization. 
5. [bookmark: _Hlk29828325]Conclusion and proposal
The concept of an IVAS framework with external metadata passthrough has been presented and additional discussion has been offered on the comments received during the first discussion of the proposal during the EVS SWG telco # 65. 
The proposed concept is suitable for metadata-based audio formats such as MASA or HTF. An advantage is that there are no limitations to only these formats and that the concept is rather open to any future metadata-based audio formats including 6DOF spatial audio. There is no need to support any of these formats natively in the IVAS codec and hence there is no implementation burden for UEs that are designed not to support them.
It is proposed to agree to update the IVAS codec design constraints according to the following principles. More stringent language and nomenclature will be provided after agreement of these principles.
· There should be the requirement to support transparent passthrough of external metadata bitstreams.
· For the IVAS RTP payload format it should be required to support multiplexing of external metadata bitstreams into the IVAS codec payload such that time synchrony of the metadata bitstream and the coded IVAS audio channel bitstream is ensured.
· The demultiplexed external metadata bitstream should be exposed via the external renderer interface.
To support external metadata bitstreams, the input audio metadata format should be updated such that external passthrough bitstreams are supported. 
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