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1. Introduction
It has been proposed to use a concept referred to as track groups for controlling the IVAS audio inputs (e.g., [1, 2]). According to this concept an audio track is a monaural audio signal or coefficient, stemming from either channel-based audio, audio objects, or scene-based audio streams [1].
Furthermore, the intention of a track group is to “indicate to the encoder that it is a logical entity or a set of (audio) tracks that are intended to be subjected to the same transformation(s) at the rendering end. This information allows the encoder to combine and jointly code the audio tracks of a track group in order to use available bitrate efficiently, without the expectation that independent manipulation or rendering of the individual tracks will be necessary” [2].
In this input document, we discuss the need and suitability of such approach for the IVAS codec.
2. Track group properties
Track groups have various properties as proposed in previous input documents by Philips and Dolby. In short, as understood by the source, these properties include various encoder indications:
· A no pass-through indication for the individual tracks of the track group
· Bit rate allocation for the track group as a whole
· Coding bandwidth for the track group as a whole
· DTX operation setting for the track group as a whole
· Encoder guidance to allow to jointly encode the individual tracks of the track group
The “no pass-through” requirement is built into the concept definition. The bit rate, coding bandwidth, and DTX operation properties listed above can be controlled separately with joint encoding allowed for the individual tracks of the audio group.
It is furthermore understood that different track groups are encoded using individual IVAS encoder instances. This follows also from the encapsulation of each track group as a downmixed audio subscene representation with no so-called pass-through capability. A single track group is thus the core audio element as seen by the IVAS encoder instance. It does not (necessarily) preserve the audio format upon decoding/rendering. Figure 1 illustrates the concept in end-to-end usage.
It is understood by the source that a specific track group generation and control module is required to allocate properties such as bit rate, coding bandwidth, and DTX on/off to each individual track group being sent to each individual IVAS encoder instance on a frame-by-frame basis. This allocation is presumably controlled by external signalling to the track group generation and control module, where the signalling will include properties such as overall bit rate for the audio scene encompassing the subscenes that will be represented by the individual track groups. The “no pass-through” indication is a constant property. Any audio manipulations between different track groups are carried out by an external renderer.
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Figure 1. IVAS audio coding according to track group concept.

3. Discussion
It is next discussed some implications for using the track group concept in IVAS.
3.1 Audio manipulations in IVAS
As previously discussed, immersive audio use cases promise significantly higher end-user value by enabling richer audio experiences and increased user control of the listening experience [4]. For example, simple user interfaces for spatial audio communications can allow the listener to control the level of the ambience signal relative to a talker/voice, reorient the scene, and even reposition the talker/voice in the spatial audio scene independent of the ambience source directions. Figure 2 [4] provides one example user interface on a smartphone.
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Figure 2. Example user interface elements for immersive audio call on IVAS device.

In view of the source, the IVAS codec should enable these type of basic user manipulations in what are foreseen as fairly common use cases such as spatial audio calls. It however seems that the track group concept precludes them in regular IVAS operation utilizing the standardized IVAS renderer. This is because each track group by definition operates in a non-pass-through mode. Therefore, each core audio element (or track group) would be decoded by their respective IVAS decoder instance and then provided to an external renderer for the basic scene manipulation. 
Moreover, the role of the track group generation and control module is currently unclear. According to source’s understanding of the proposed concept, this module would anyway be required to enable certain key functionalities should the track group concept be used for IVAS. Not optimizing such module together with the IVAS codec risks unwanted behaviour on certain devices or device combinations. Many important functionalities, such as the simplest audio scene manipulation use cases, would also be possible only through use of external rendering. This seems to reduce the attractivity and relevance of the IVAS renderer in the market, or alternatively significantly slow down or even block the deployment of richer immersive audio experiences.
3.2 Role of the IVAS renderer
In view of the source, the IVAS renderer is an integral part of the complete solution and should provide a well-understood and well-tested reference for all key IVAS use cases. The role of the external rendering should be in the domain of differentiation and functional improvement rather than making up for any clear deficiencies of the core IVAS algorithm.
3.3 Relation of track groups to encoder input formats
The encoder input formats and format combinations to be supported by the IVAS codec remain under discussion. Considering that the track group concept and the metadata framework related to its use place restrictions on both supported encoder input formats and their combinations, it seems premature to consider the track group concept for the IVAS codec prior to progressing the encoder input formats. In particular, these limitations seem to concern metadata-based formats such as MASA and HTF.
One recent proposal [5] attempts to provide some solution to this limitation created by the track group concept. The proposal is an external metadata passthrough to allow for encoder input formats that do not fully correspond to the definitions used for the proposed track group framework. Specifically, any metadata could be passed outside the IVAS encoding and then utilized by an interoperable external renderer. This proposal is however another example of a solution that does not promote interoperability of the end-to-end system. As previously discussed, it is important for the success of the IVAS codec that the IVAS renderer is capable of delivering the well-tested IVAS performance for all use cases and signals.
3.4 Potential way forward for track group features
As a whole, it is not entirely clear what is the true advantage, if any, gained by the track group system. However, it is clearer that there are some issues when it comes to the suitability of the concept for IVAS.
Based on the above discussion, the source is of the opinion that it makes most practical sense to consider the track group concept for IVAS only after the encoder input formats are clearly defined and agreed. This also gives an opportunity to optimize the track group concept such that it does not create any additional limitations for the codec design that may not yet be fully understood. Furthermore, the issues relating to end-to-end interoperability and quality of basic audio scene manipulation use cases should be addressed in this concept.
The source notes that many types of metadata are included in the current proposals built on top of the track group concept [6, 7]. At the present time, it could be considered to evaluate the usefulness of these metadata features on their own. The features that seem useful could then be considered in IVAS-4 on their own without the added complexities of the track group system.
Finally, it seems nothing precludes an IVAS proponent from enabling the track group concept inside their IVAS candidate. What this means in practice is that a proponent may implement a track group generator and controller (Figure 1) inside the IVAS encoder to generate the track groups and control their properties based on the external control signals providing, e.g., total bit rate, coding bandwidth, and DTX on/off indication. Based on this data, the module allocates the track group information and the proponent encoder can then jointly encode the tracks in a track group. This alternative approach of integrating the concept directly into the IVAS encoder (instance) would provide more design freedom for the IVAS codec proponents. For example, any proponent who sees no need for such module could skip implementing it.
4. Summary and proposal
This input document discusses the suitability of the track group concept for the IVAS codec.
We find out that the concept makes it difficult to enable certain important spatial audio use cases with end-to-end quality. External rendering would need to be used for even fairly minor and basic scene modification controls lessening the usefulness of the IVAS renderer. The quality and use case support of various track group generation and control modules will also present issues. Thus, it would need to be clarified whether the intention is to standardize such module as part of the IVAS project or not.
Finally, the source notes that IVAS encoder input formats and format combinations are still being discussed. It is premature to take decisions on concepts that create limitations for the audio support and basic immersive audio use cases.
Based on these observations, we propose to agree on the following steps:
· Define the encoder input formats and format combinations to be supported by IVAS
· In parallel, identify those metadata provided in track group proposals that can be beneficial for the codec on their own, and specify those individually for IVAS
· [bookmark: _GoBack]Afterwards, if mandating track groups appears justifiable, consider how to update the track group framework to support all the encoder input formats and format combinations and reintegrate the relevant metadata to the updated model
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