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1     Introduction
There have been many controversial discussions on the design constraint of input/output of IVAS [1]. These are partially due to a confused definition of “object”. “Object” can not only be a component for object-based audio coding for an audio instance but also one of multiple audio components corresponding to each audio instance or stream. 

Source would like to propose to split object coding schemes used in IVAS [2] into two parts. One is a definition of handling multiple objects/instances/streams and the other is object-based efficient coding for a single audio event. The first one has been already mentioned as “multi-stream audio” in Annex S of TS26.114; Multi-party Multimedia Conference Media Handling [3].
2
Proposal


As shown in Fig.1, multiple site teleconference system such as ITT4RT needs some functions of handling multiple streams and some functions of compression coding/decoding.

2.1 Object coding for multiple streams/objects/instances　[“multi-stream audio” in TS26.114]
We may assume handling function include
· Receiving all multiple streams

· Selecting some important streams

· Decoding, mixing and encoding to generate appropriate streams

· Forwarding streams

· Adding metadata either in RTP header extension [4] as in TS 26.114 or in RTCP.
(at least 8 bytes per/frame is needed for RTP Header extension; 1.6 kbps for 20-ms frame)
For MTSI terminals, we need additional functions:

· Decoding, mixing and encoding to generate appropriate audio output.

· Pre-/post processing to maximize the interoperability.
· These definitions may be independent from compression coding and can contribute to ITT4RT.

2.2  Object-based audio coding in IVAS
Object-based audio coding is one of the main tasks of IVAS coding together with channel-based and scene-based 3D audio coding. We can assume that objects are located in a room and we have a single encoder for jointly coding of multiple audio objects and its metadata. IVAS work should focus on this functionality. 
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Fig. 1  Two types of object coding schemes in the current IVAS specifications for multi-party teleconference system.

3 Conclusion
Source has proposed to split “object coding” into two parts in IVAS. One is a system part for multiple audio streams, which has been specified as “multi-stream audio” in TS 26.114. The other is the main part of compression (object-based) in IVAS. 

We need to study whether all system parts are fully specified in TS26.114 or not. We need to extend the specifications if necessary. In addition, we need to harmonize duplicated functionalities, such as rendering, and interfaces among two.
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ANNEX A
5.3.1 RTP Header Extension

   An extension mechanism is provided to allow individual

   implementations to experiment with new payload-format-independent

   functions that require additional information to be carried in the

   RTP data packet header.  This mechanism is designed so that the

   header extension may be ignored by other interoperating

   implementations that have not been extended.

   Note that this header extension is intended only for limited use.

   Most potential uses of this mechanism would be better done another

   way, using the methods described in the previous section.  For

   example, a profile-specific extension to the fixed header is less

   expensive to process because it is not conditional nor in a variable

   location.  Additional information required for a particular payload

   format SHOULD NOT use this header extension, but SHOULD be carried in

   the payload section of the packet.

    0                   1                   2                   3

    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   |      defined by profile       |           length              |

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   |                        header extension                       |

   |                             ....                              |

   If the X bit in the RTP header is one, a variable-length header

   extension MUST be appended to the RTP header, following the CSRC list

   if present.  The header extension contains a 16-bit length field that

   counts the number of 32-bit words in the extension, excluding the

   four-octet extension header (therefore zero is a valid length).  Only

   a single extension can be appended to the RTP data header.  To allow

   multiple interoperating implementations to each experiment

   independently with different header extensions, or to allow a

   particular implementation to experiment with more than one type of

   header extension, the first 16 bits of the header extension are left

   open for distinguishing identifiers or parameters.  The format of

   these 16 bits is to be defined by the profile specification under

   which the implementations are operating.  This RTP specification does

   not define any header extensions itself.
ANNEX B
Annex S of TS26.114

Annex S (normative):
Multi-party Multimedia Conference Media Handling
S.3
Audio
S.3.1
General

An MSMTSI client in terminal shall be capable of receiving and may be capable of sending multiple simultaneous audio RTP streams. The number of multiple audio streams received at the MSMTSI client may be different than the number of multiple audio streams sent from the same MSMTSI client.

Support for multiple audio streams in the direction from an MSMTSI MRF to an MSMTSI client in the terminal shall be interpreted as originating from different group call participants.

An MSMTSI client in terminal shall support local mixing of received audio streams, and may support use of spatial rendering tools, such as local Head-Related Transfer Function (HRTF), to perform audio panning and mixing of the multiple audio streams. Audio panning may enable the rendering device to choose to vary the audio levels of participants by adjusting the mixing gains.

Multi-stream audio is not to be confused with multichannel audio where multi-stream audio may include one or more of mono, stereo, or multichannel audio RTP streams originating from different group call participants.
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