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===== START OF CHANGES  =====
6.2.7	XR Conversational
Below, a general architecture for XR conversational services is depicted. As stated, these services are an extension on the current MTSI work, using the IMS for session signalling. In order to support XR conversational services (in 5G), extensions are needed in the signalling to enable VR/AR specific attributes, and the media and metadata need to support the right codecs, profiles and metadata. A new interface is the interface to the network (based) media processing. This is an interface similar to that to an SRF, but is expected to be much more extensive to support various types of media processing. This interface can be based on the work in MPEG on Network Based Media Processing.
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Typical steps for call session setup follow normal IMS procedures, in case the clients have a simple peer-2-peer call and also do all processing themselves (simplified procedure as follows):
1. The first client initiates call setup (SIP INVITE);
2. The IMS (i.e. central session control) routes the call setup to the second client, ensuring proper bandwidth reservations in the network;
3. The second client, after call acceptance, responds to the call setup (200 OK);
4. The network controls all bandwidth reservations;
5. Call setup is completed.
But, given mobile clients, their limited processing capabilities, battery capacity and potentially problems with heat dissipation, processing might be moved to the network. Typical processing for XR conferencing:
· Foreground/background segmentation;
· HMD removal, i.e. replacing a users HMD with a 3D model of the actual face, possibly including eye tracking / reinsertion;
· 3D avatar reconstruction, i.e. using RGB + depth cameras or multiple cameras to create 3D user video avatars;
· Support for multiple users with a (centralised or distributed) VR conferencing bridge, stitching multiple user captures together;
· Creating a self-view, i.e. local 3D user avatar from the user’s own perspective.
In such network-processing scenario, setup is somewhat extended:
1. First a client initiates the call setup;
2. Based on the call setup, the session control triggers network based media processing, reserves resources in the network, incl. media processing resources;
3. Session control forwards call setup to the second client;
4. After call acceptance, both first and second client are connected to the network processor.
5. Session control instruct the network processor on the actual processing and the stream forwarding, i.e. which input streams go to which clients.
Specific details here are for further study. Routing media streams can be performed in various ways, using existing methods for stream transcoding, or more centralised conferencing signalling. The interface to the media processor can be based on the existing MRF interface. But, given the developments within MPEG on Network Based Media Processing, maybe a new interface should be defined.
For the routing of signalling, many options allready exist within the IMS. Re-use and perhaps slight modifications are expected to be sufficient to cover the various use cases defined here. For the SDP within the signalling, more modifications are expected. Besides support for new types of media and thus new types of codecs (point cloud streaming, mesh streaming, depth streaming) and profiles for those codecs, new types of metadata also need to be supported. Calibration data (i.e. calibration of HMD position vs camera position), HMD information (position, orientation, characteristics), camera information (position/orientation, lens/sensor characteristics, settings), user information (3D model, IOD, HRTF, etc) can all be used to perform or improve the media processing. 
Also, there are different media types, both for the environment and for the user avatars. A virtual environment can consist of a rendered environment, a 360 photo or video, or some hybrid. User avatars can be graphical avatars, video based, 3D video avatars, rendered avatars. Devices can be a single device (one mobile in an HMD enclosure, potentially with a separate bluetooth camera) or can be multiple devices (separate stand-alone VR HMD, multiple (smartphones as cameras). 
Additional aspects to be taken into account are: 
· placement of media processor: central vs edge, centralised vs distributed.
· delay aspects for communication purposes. Ideally, delay is kept to a minimum, i.e. <150 ms one-way delay. Given the required processing, this is a challenge, and will effect e.g. codec choices and rendering choices.

For XR Conversational services, we can consider 3 bandwidth cases according to the type of capture/user representation transmitted (with almost constant bandwidth on the upload):
· 2D+/RGBD: >2.7Mbit/s (1 camera), >5.4Mbit/s (2 Camera)
· 3D Mesh: ~30 Mbit/s
· 3D VPCC / GPCC: 5-50 Mbit/s (CTC MPEG)
Furthermore we can assume that joining an communication experience session will result in a download peek at the beginning of the session to download the environment and associated media objects within the XR application. Throughout a XR communication experience session the download might vary depanding on the amound of users represented and the upload format of those users.
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6.3	Summary of Traffic Characteristics
Legend:
-	DL: Downlink, 
-	UL: Uplink, 
-	PDB: Packet delay budget, 
-	PER: Packet Error Rate, 
-	RTT: Round Trip Time
Note: Either RTT applies, or UL and DL PDB applies separately, but RTT and UL/DL PDB cannot apply simultaneously
	 Scenario
	DL Rate range
	UL Rate range
	DL PDB
	UL PDB
	RTT 
	DL PER range
	UL PER range
	Traffic periodicity range
	Traffic file size distribution

	Viewport independent streaming
	
	
	
	
	
	
	
	
	 

	Viewport dependent streaming 
	
	
	
	
	
	
	
	
	 

	Viewport Rendering in Network
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Split Rendering with Time Warp
	
	
	
	
	
	
	
	
	

	Generalized Split Rendering
	
	
	
	
	
	
	
	
	

	XR Distributed Computing
	
	
	
	
	
	
	
	
	

	XR Conversational
	3Mbit/s up to 50Mbit/s per user
	3Mbit/s up to 50Mbit/s
	Allowing real time communication
	Allowing real time communication
	Allowing real time communication
	
	
	almost constant (with peek during start-up)
	> 50Mb at the beginning, depending on media consumption no or almost constant 


===== END OF CHANGES  =====
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