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Executive Summary
The EVS SWG (25 participants) met in 9 time slots (including 3 slots for online editing sessions). Overall, 38 documents (including the meeting agenda and all input documents) were covered. 
The meeting outcome is summarized below:
· Maintenance: A CR to the scope of TS 26.443 was agreed (in relation to the EVS floating-point conformance). A draft CR to TS 26.445 on the ch-aw-recv media type parameter was postponed to leave more for time for consideration. A CR introducing clarifications to TS 26.114 on EVS SID update was left to be forwarded directly to SA4 closing plenary, per request of the source..
· IVAS: Various technical aspects were discussed (pass-through, I/O formats, MASA, HTF, metadata, testing, complexity and delay) with a rather limited outcome.  Several P-docs were agreed based on several online editing sessions:

· IVAS-4 P-doc (design constraints) 
· new P-doc (processing plan for qualification, IVAS-7a) -Mr. Tomas Toftgard (Ericsson) was assigned as Editor.
· IVAS-1 P-doc (project overview) to add IVAS-7a
The following EVS SWG telcos were agreed to progress the work:

· Tuesday, Dec. 17, 2019, 14:00:16:00 CET, submission: Dec. 16, 14:00 CET, host: Dolby

· Fri, Jan. 10, 2020, 14:00-16:00 CET, submission: Jan.9, 14:00 CET, host: Dolby
The EVS Chairman commented on the project plan; IVAS-3 and IVAS-4 are scheduled for completion in January 2020, the work is far behind schedule, some qualification phase documents (as scheduled) have not been drafted yet. He invited to provide solution proposals for SA4#107, to improve the work flow for IVAS. 
· EVS float-point conformance: A CR to 26.444 introducing the non-bit-exact floating-point conformance was discussed and the final revision was left to be forwarded directly to SA4 closing plenary.
1 Opening of the session: October 21, 14:05 (local time)
The EVS SWG Chairman, Mr. Imre Varga (Qualcomm), opened the EVS SWG adhoc call. Minutes were taken by the EVS SWG Secretary, Mr. Stéphane Ragot (Orange).

2 Approval of the agenda and registration/allocation of documents
The EVS SWG Chairman displayed a draft revision of agenda in S4-191116, including Tdoc allocations.  The agenda in S4-191116 was agreed (see latest agenda version in Annex A of the present report).
3 CRs to Features in Release 15 and earlier 

Mr. Imre Varga presented S4-191117 CR 26.443-0029 rev 1 Correction of scope (Release 16), from Qualcomm Incorporated
Comments / questions: 

Mr. Stefan Doehla (Fraunhofer) commented that TS 26.204 and 26.104 may be fixed-point source codes for AMR-WB and AMR. The Secretary clarified that they correspond to floating-point versions.
Conclusion:

S4-191117 was agreed (jointly with S4-191230). 
This Tdoc will go to A.I. 15.15
Mr. Stéphane Ragot presented S4-191210 Clarifications on ch-aw-recv, from Orange
Comments / questions: 

Mr. Kyunghun Jung (Samsung) commented that Samsung’s position is the same as for the EVS SID update, he stated that SA4 agreed on the basic RTP payload definition in 2014, after that there were some suggestions and this was put in a note, channel-aware mode is deployed and there are lots of implementations. He recognized the need, but suggested not to change the note. He stated that if the text of the note needs to be refined one can work on the note and revise the note part. He stated that it will be difficult to add a new text on the definition part, as technically it would change the algorithm, and it is an essential part. He commented that the proposal seems to be moving part of the note to the definition part, and it will be difficult to implementers. He stated that parties will probably study what are the issues, that he was quite open to revise the note part. He commented that EVS is more and more used and one has to see limitations. He stated that a change of the definition would force implementations to stop to consider what happened. 
Mr. Stéphane Ragot (Orange) stated that there are ambiguities and Orange wants a good solution for the industry, and this draft CR can therefore be put on hold for everyone to check the issues raised in this contribution.
The EVS SWG Chairman invited offline discussions between Samsung and Orange.
Conclusion:

S4-191210 was postponed. 

Mr. Stéphane Ragot presented S4-191214 CR 26114-0460 rev 3  Use of default EVS SID update, from Orange
Comments / questions: 

Mr. Ozgur Oyman (Intel) stated that Intel remains supportive of this work.
The EVS SWG Chairman asked what is the practical impact in terms of interoperability. Mr. Stéphane Ragot (Orange) clarified that the proposed changes would not prevent from using other settings that the fixed interval of 8 frames. The EVS SWG Chairman commented that the proposed recommendation would allow to support both fixed and adaptive SID updates. He noted that, for interoperability, on sending side you could have flexibility, but one does not have this flexibility on the receiving side because of this flexibility.

Mr. Kyunghun Jung (Samsung) stated that EVS was deployed about 4 years ago, and one would need to check the changes. He stated that Samsung prefers the method to configure EVS, and there are 4 or 5 methods including the adaptive SID update. He stated that the adaptive one is the majority, and some fixed interval numbers other than 8 are used frequently because they are requested by applications like MCPTT where the usage is more diverting than converging. He stated that usage of EVS has been mostly in VoLTE but more usages require other configurations such as disabled DTX. He stated that adaptive SID update is preferred by many customers but it is difficult to judge, and it should not be measured by proportion, because it depends on the application. He commented that MTSI is merging with other types of applications like ITT4T or MCPTT and usage of EVS is getting more diverse, which is one problem. He wondered if NOTE 2 and NOTE 3 are needed. He stated that NOTE 3 may be considered and can be acceptable. He emphasized that adaptive SID update is supported in the majority of services.

Ms. Min Wang (Qualcomm) stated that EVS has been deployed for 4 or more ears, and the SID update rate other than 8 has been deployed. She stated that the proposal may disturb what has been deployed, so far, no problem was reported. She recalled that the benefit to use adaptive SID interval adaptation was discussed at SA4#103 and she considered the proposed CR may have some impact to EVS deployment.

Mr. Stéphane Ragot (Orange) suggested skipping the recommendation and editing the text in the NOTE1 and NOTE 3 to at least raise the awareness on the flexibility of SID update.  Online editing took place with the EVS SWG Chairman as acting editor. The following draft updated text was produced:

“Note: When the EVS codec is supported, EVS Primary and AMR-WB IO allow DTX operation with either fixed SID update interval (from 3 to 100 frames) or adaptive SID update interval [125]. Implementers are advised to take this SID flexibility into account. More details can be found in TS 26.445 ?? TBD.” 
Mr. Peter Isberg (Sony) commented that NOTE2 is not capture in TR 26.952 and one may lose NOTE 2. Mr. Stéphane Ragot (Orange) stated that one could bring a different CR for TR 26.952 to reflect NOTE 2.

The EVS SWG Chairman invited proponents to revise the CR with the text edited online and to submit the CR again. 

Conclusion:

S4-191214 was revised to S4-191306.
Mr. Stéphane Ragot presented a draft version of S4-191306 CR 26114-0460 rev 4 Clarifications on EVS SID update, from Orange, Intel
Comments / questions: 

Mr. Stéphane Ragot (Orange) highlighted that EVS AMR-WB IO was not kept in the note, because the DTX operation for this mode needs to be checked and he felt that there could be system impacts if the SID transmission of EVS AMR-WB IO is not the same as EVS AMR-WB.

Mr. Milan Jelinek (VoiceAge) commented that the note without EVS AMR-WB IO is misleading, as it would suggest that it is related only to EVS Primary, and he stated that adaptive SID update is also possible for EVS AMR-WB IO.

Mr. Stéphane Ragot (Orange) commented that the syntax of AMR-WB includes SID_FIRST and SID_UPDATE packets and some system assume an adaptation loop with a SID update rate of 8 frame (e.g. AMR-WB over GSM).

Mr. Milan Jelinek (VoiceAge) commented that the modified SID transmission was done for another codec and at codec level there will be no impact if the SID update is different. He stated that AMR-WB IO was standardized to enhance the AMR-WB, and it was never meant to be the same, and it has better PLC and also efficiency if the SID update rate is variable. He commented that this is not a mistake of design.

Mr. Stéphane Ragot (Orange) stated that there is a risk to break the service if DTX syntax is changed and this has to be checked.
Mr. Milan Jelinek (VoiceAge) stated that the adaptive SID interval goes to 50 in adaptive mode, and he invited to provide more information on system level issues.

The EVS SWG Chairman stated that the note should be waterproof.
Mr. Stéphane Ragot (Orange) suggested postponing the CR to leave more time to check the potential system impacts of the EVS AMR-WB IO DTX operation. Mr. Stéphane Ragot (Orange) requested to allocate this Tdoc in A.I. 15.15 to raise the issues at SA4 level.
Later, Mr. Stéphane Ragot (Orange) stated that he verified that the alternative implementation of AMR-WB seemed to be allowed only for MTSI and not 2G or 3G and the CR may keep EVS AMR-WB IO aspects and be produced at this meeting. He commented that one may insert an advice about TrFO handing in media gateways.
Mr. Stefan Bruhn (Dolby) asked if EVS AMR-WB IO may cause problems for interworking between CS (AMR-WB) and MTSI (AMR-WB). Mr. Stéphane Ragot (Orange) commented that this is being checked internally in Orange and one may just update the note about differences between DTX schemes.
Mr. Milan Jelinek (VoiceAge) commented that there are frame erasures in systems, and he did not think that there would be any impact on TrFO, and if there was any impact it would be negligible.

Conclusion:

S4-191306 was initially parked and then forwarded to SA4 coding plenary
This Tdoc (final version not seen by the EVS SWG) will go to A.I. 15.15.
4 Liaisons from other groups/meetings

No Tdoc in this A.I.

5 IVAS_Codec (EVS Codec Extension for Immersive Voice and Audio Services)          

Pass-through
Mr. Tomas Toftgard presented AHEVS-488 / S4-191161 IVAS pass-through mode, from Ericsson LM during the EVS ad-hoc meeting #11. See details on comments / questions in S4-191298.

S4-191161 was parked during the EVS ad-hoc meeting #11 and then noted during SA4#106.

Mr. Stefan Bruhn presented AHEVS-489 / S4-191197 On Passthrough Mode for Scene- and Channel-based encoder input, from Dolby Laboratories Inc. during the EVS ad-hoc meeting #11. See details on comments / questions in S4-191298.

S4-191197 was parked during the EVS ad-hoc meeting #11 and then noted during SA4#106.

Mr. Paul Dillen presented AHEVS-490 / S4-191176 On the use of track groups, from Philips International B.V. during the EVS ad-hoc meeting #11. See details on comments / questions in S4-191298.

S4-191176 was parked during the EVS ad-hoc meeting #11 and then noted during SA4#106.

Mr. Markus Multrus presented AHEVS-491 / S4-191182 On Signal/Track Groups, from Fraunhofer IIS during the EVS ad-hoc meeting #11. See details on comments / questions in S4-191298.

S4-191182 was parked during the EVS ad-hoc meeting #11 and then noted during SA4#106. 

Mr. Stefan Bruhn presented AHEVS-492 / S4-191195 On the main purpose of audio track groups, from Dolby Laboratories Inc. during the EVS ad-hoc meeting #11. See details on comments / questions in S4-191298.

S4-191195 was parked during the EVS ad-hoc meeting #11 and then noted during SA4#106.

Mr. Stéphane Ragot presented AHEVS-493 /S4-191212 On pass-through mode for scene manipulation, from Orange during the EVS ad-hoc meeting #11. See details on comments / questions in S4-191298.

S4-191212 was parked during the EVS ad-hoc meeting #11 and then noted during SA4#106.

Mr. Stefan Bruhn presented AHEVS-494 / S4-191193 On the importance of content integrity, from Dolby Laboratories Inc. during the EVS ad-hoc meeting #11. See details on comments / questions in S4-191298.

S4-191193 was parked during the EVS ad-hoc meeting #11 and then noted during SA4#106.

Mr. Stefan Bruhn presented AHEVS-495 / S4-191190 On quality control of individually manipulatable objects, from Dolby Laboratories Inc. during the EVS ad-hoc meeting #11. See details on comments / questions in S4-191298.

S4-191190 was parked during the EVS ad-hoc meeting #11 and then noted during SA4#106.

Mr. Stefan Bruhn presented AHEVS-496 / S4-191191 On bit rate allocation to individually manipulatable objects, from Dolby Laboratories Inc. during the EVS ad-hoc meeting #11. See details on comments / questions in S4-191298.

S4-191191 was parked during the EVS ad-hoc meeting #11 and then noted during SA4#106.

Input / output formats

Mr. Lasse Laaksonen presented AHEVS-497 /S4-191173 Capture of input format combinations for IVAS, from Nokia Corporation during the EVS ad-hoc meeting #11. See details on comments / questions in S4-191298.

S4-191173 was parked during the EVS ad-hoc meeting #11 and then noted during SA4#106.

Mr. Markus Multrus presented AHEVS-498 /S4-191181 IVAS Output Formats, from Fraunhofer IIS during the EVS ad-hoc meeting #11. See details on comments / questions in S4-191298.

S4-191181 was parked during the EVS ad-hoc meeting #11 and then noted during SA4#106.

Mr. Stefan Bruhn presented AHEVS-499 /S4-191196 On Mandatory and Recommended IVAS Codec/Renderer Output Formats, from Dolby Laboratories Inc. during the EVS ad-hoc meeting #11. See details on comments / questions in S4-191298.

S4-191196 was parked during the EVS ad-hoc meeting #11 and then noted during SA4#106.

MASA

Mr. Lasse Laaksonen presented S4-191167 Description of the IVAS MASA C Reference Software, from Nokia Corporation
Comments / questions: 

Mr. Stefan Bruhn (Dolby) stated that Dolby is also very much interested in looking into this reference software and has not been able to carry out any checks, due to time constraints. He recalled that Dolby has been looking into MASA, and he stated that Dolby will continue this. He stated that it would be very good to have the possibility to perform verification under non-idealistic assumptions that would occur in real kinds of UEs, it is an aspect that is lacking when it comes to verification. He commented on the modified MUSHRA test methodology where listeners were supposed to rank at least one condition to 100, and he expected that some of the top conditions would be closer to 100 or show larger confidence than samples that are lower and he could not see such an effect.
Mr. Lasse Laaksonen (Nokia) stated that on a sample by sample case there are quite few samples close to 100, but overall with 12 listeners no sample scored perfect 100. He commented that the test results are from the Nokia listening lab, and he could not explain the method and how this was calculated.

The SA4 Secretary asked why a modified MUSHRA test was used. He stated that no sample has 100, because listeners did not evaluate the same way and if one subject selected one item or another, one has these results. He expected the variance to justify this. He asked Dolby subjects would give similar results. Mr. Stefan Bruhn (Dolby) commented that he would first ask the Dolby test team if they would endorse this kind of methodology, and he stated that he was surprised by the confidence intervals.

Mr. Markus Multrus (Fraunhofer) stated that Fraunhofer has run a test on the software in their lab, and it was a preference test, because the samples when processed differ in timbre and spatial resolution. He stated that feedbacks are that subjects have different preferences for some samples.

Mr. Lasse Laaksonen (Nokia) clarified that there is no clear reference for MASA and the reference would be the original sound scene. He commented that if HOA is used as a reference it will score 100 and MASA conditions will score lower or about the same as in this test and if the unencoded MASA reference is used as a hidden reference, it should score 100 and stereo MASA should be very close to that and in this case HOA would score lower. He commented that there are two different representations but the samples were live recordings.

The SA4 Secretary asked why anchors were removed. Mr. Lasse Laaksonen (Nokia) clarified that one wanted to keep test size manageable, and there is no hidden reference, so HOA, FOA and mono low-pass are the anchors.

Mr. Stefan Bruhn (Dolby) commented that it is surprising in test results to see FOA ranked quite high, and HOA and FOA are typically not that close in a regular MUSHRA test with ambisonics.

The SA4 Secretary stated that everybody should converge to poor for the score of mono low-pass , so the variance should be less than for other conditions.

Mr. Stéphane Ragot (Orange) asked to detail how level normalization was done for the test conditions to ensure an equal loudness. Mr. Lasse Laaksonen (Nokia) stated that this is not described, and the loudness was calibrated for the rendered samples by audio engineer pre-listening, tuning them to sound the same. He commented that loudness was measured, and he clarified that each condition was listened to but did not know whether all samples or a subset were considered.

Mr. Nils Peters (Qualcomm) asked which conversion was used for HOA and FOA.

Mr. Tapani Pihlajakuja (Nokia) clarified that AllRAD decoding (from eigenmike to loudspeakers) from the Politis GitHub was used and another code from eigenmike to HOA and from eigenmike to HOA (to binary filters part of the MASA analyzer in the reference code to get the FOA and HOA needed the analysis.) was for ambisonic encoding.
Mr. Stefan Bruhn (Dolby) noted that the software package contains a binaural renderer, and he asked if there are plans to bring results with a binaural renderer, and he stated that it would be interesting to correlate and see test results. Mr. Lasse Laaksonen (Nokia) clarified that no further testing was planned at this time and the binaural rendering is provided as an example. He stated that Nokia invites crosschecks.

The EVS SWG Chairman suggested stopping here and noting this contribution.
Conclusion:

S4-191167 was noted. 

Mr. Markus Multrus presented S4-191206 IVAS MASA Evaluation, from Fraunhofer IIS
Comments / questions: 

Mr. Hans Gierlich (Head Acoustics) commented on conclusions, and he stated that most confidence intervals overlap, it is difficult to find a preferred solution, so he invited to be more careful.
Mr. Markus Multrus (Fraunhofer) stated that confidence intervals overlap, and one probably should have done t tests on that. He commented that in any case 6 listeners are not enough, one should have 12 to 16 listeners.
Mr. Lasse Laaksonen (Nokia) agreed that one may have to be careful to interpret results and he stated that there are some differences to Nokia results, and in Nokia’s test, FOA was scored lower than other conditions, and he did not know whether the reason is samples or listeners or the different renderer being used. He asked what renderer was used. Mr. Markus Multrus (Fraunhofer) clarified that the MPEG-H renderer was used.
Mr. Lasse Laaksonen (Nokia) commented that Fraunhofer’s test is more balanced in the sense that there are 2 groups of conditions that sound similar and in Nokia’s test there is one group of 2 and one group of 4 that may also affect the results. He stated that in any case there is a similar trend, and it is at least working in a way Nokia expected. He commented that two items had 100, one is for stereo MASA and another for HOA.

Mr. Nils Peters (Qualcomm) asked if in the methodology used by Fraunhofer subjects had to score one item at 100, which skews things. He also noted that there were no labels in Nokia graphs but labels in the Fraunhofer graph, and he wondered if Fraunhofer listeners were guided by labels.
Mr. Markus Multrus (Fraunhofer) clarified that Fraunhofer used a MUSHRA interface that includes labels.

The SA4 Secretary asked if the MOS scale was divided in 5 intervals without forcing subjects to associate the MOS label to the score (e.g. ‘excellent’ corresponding to 80-100). He commented that there are differences in confidence intervals, and he wondered if one would run an analysis of variance to conclude that there are significant differences. He commented that the approach taken in the contribution looks more like a visual interpretation.

Mr. Stéphane Ragot (Orange) asked to clarify if there were specific instructions to listeners and he asked how level adjustment of test conditions was done. Mr. Markus Multrus (Fraunhofer) stated that listeners were told it was a preference test and due to limitations of the test interface the conditions they liked most had to be scored to 100 otherwise in the MUSHRA tool one could not proceed to next item. He commented that he would have to double check for the loudness.

Conclusion:

S4-191206 was noted. 

Mr. Lasse Laaksonen presented S4-191168 Proposal for IVAS MASA, from Nokia Corporation
Comments / questions: 

Mr. Stefan Bruhn (Dolby) asked if the proposal is to agree on MASA as a mandatory input format and what would be the implications. Mr. Lasse Laaksonen (Nokia) stated that design constraints define mandatory features that need to be implemented and according to this proposal one shall be able to support 1 or 2 channels with spatial metadata and provide the rendering according to the example rendering. He stated that Nokia’s view is that IVAS should support MASA, and one channel can be coded by EVS and two channels by joint stereo or dual mono, as such implications are not that huge, what matters is the capability that multiple microphones on mobile devices could be used to provide high-quality spatial audio.

The EVS SWG Chairman asked to clarify if this is the only method. Mr. Lasse Laaksonen (Nokia) commented that there is channel, scene, and object-based and binaural audio. Mr. Stefan Bruhn (Dolby) had some conceptual difficulty to agree on the proposal, he commented that the IVAS codec is standardizing an immersive codec but a large part of immersive coding would be outside the coder, all processing would be done from the actual capture in a mobile device to some kind of representation that would be put into the coder, and there would be some kind of immersive encoder outside, and this immersive encoding is not specified. He stated that one needs to understand what kind of performance it makes and it is difficult to regard it as a mandatory input format, at least currently in light that here are still evaluations ongoing it is difficult to accept this proposal at the present meeting.

Mr. Lasse Laaksonen (Nokia) appreciated that there are evaluations ongoing, He commented that scene-based audio is part of the agreed formats and there is also encoding of audio, and similarly for some typical 5.1 capture system there is an encoding. He stated that it is not too fair to say that the encoding is a problem, and he stated that MASA is a representation of an audio scene similar to ambisonics or certain type of surround audio, and some type of processing is needed. He commented on binaural vs. loudspeaker listening for performance evaluation and he stated that Nokia has provided listening test results from microphone captures, where a significant difference between parametric and FOA was demonstrated. He stated that it is not easy to get good spatial audio from mobile devices using some other means than by parametric analysis, and this is the format providing the POI that IVAS should use to fulfil the high-quality audio experience for listeners.

Mr. Paul Dillen (Philips) stated that it is difficult at this point to agree on MASA as an input format, and he stated that an input format should be an established standard for spatial audio as defined in channel-, scene-, object- based audio. He stated that there is a claim on MASA and its performance and Philips has not been able to crosscheck. He noted that the reference is ambisonic-based, and he commented that it was surprising to use C code as baseline and jump in  code development for MASA. He stated that this would be developing another encoder, and he asked how Nokia would see this invitation that MASA should be established?
Mr. Lasse Laaksonen (Nokia) commented that Nokia invited even further development of the format, from Nokia’s point of view the format is already representative of how this can be used. He stated that Dolby has proposed additional parameters, one has to see if these are useful then Nokia would be willing and open to consider the inclusion of these parameters. He also referred to the IVAS schedule that currently targets to complete certain documents in January. He stated that others parties than Dolby may also contribute to the format development. He commented on the precondition that all input formats should be standardized, and he stated that Nokia’s view differs, and Nokia has observed an issue with existing formats for some use case, and Nokia has provided results showing this issue, and Nokia strongly believes that a mobile phone user is an important for IVAS and immersive services over 5G.

The EVS SWG Chairman commented that the proposal is available, and he invited to vote by show of hands to see who is actively proposing MASA and thinks that one should have mandatory support of MASA at this stage.  Mr. Stéphane Ragot (Orange) thanked Nokia for providing the reference software which addressed one precondition to consider MASA, and he stated that Orange would like to crosscheck this implementation. He stated that it is premature to agree on the software as a baseline until some verification is performed. Mr. Lasse Laaksonen (Nokia) stated that Nokia could understand that there is interest to crosschecking, and it is not completely unreasonable to wait for such crosscheck results.
The EVS SWG Chairman asked who would like to actively propose MASA. Answer: 3 individual members.
The EVS SWG Chairman asked who would oppose. Answer: 3 individual members.
Conclusion:

S4-191168 was noted. 

HTF
Mr. Stéphane Ragot presented S4-191211 Status report of HTF evaluation, from Orange
Comments / questions: 

Mr. Nils Peters (Qualcomm) looked forward to support Orange in their evaluation, he clarified that the example software provided one example showing how signals could be converted to HTF and to HOA, now Qualcomm understands more clearly how Orange wants to evaluate HTF, and Qualcomm is very positive to this status report.
Mr. Tomas Toftgard (Ericsson) asked if the updated software would be available to other parties. Mr. Nils Peters (Qualcomm) confirmed that this was the case.
Conclusion:

S4-191211 was noted. 

Metadata

Mr. Lasse Laaksonen presented S4-191171 On device and scene orientation signalling, from Nokia Corporation
Comments / questions: 

Mr. Stefan Bruhn (Dolby) stated that he could agree to a lot of what is discussed in this contribution, and he recalled that the Dolby proposal discussed two possible scenarios where the compensation of capture device rotations would be done in the receiving device or the rendering device, with the same conclusion that it would be advantageous to do it in the capture device. He stated that it may be useful to transmit the information of capture device orientation (intended orientations) to the receiving device, and Dolby’s proposal was that one should provide the possibility to define some kind of signaling mechanism (by means of SDP negotiation) that can optionally be enabled that would allow such information, so that one could make sure that such information is not always transmitted, only when this is needed by the actual use case. He commented that one cannot foresee all potential use cases of IVAS, when it comes to signaling, we could try to be agnostic.
Mr. Milan Jelinek (VoiceAge) noted that this document is for discussion, but in conclusion it is stated that there is a preference to do just compensation in the encoder. He asked what to do with this proposal. Mr. Lasse Laaksonen (Nokia) stated that the preference is not to transmit this information and give it to the encoder, and a sort of compensation would be done as part of the capture and codec input generation. He commented that there may be some value allowing the additional optional signaling that Dolby prefers and based on Nokia’s analysis of various use cases, the preference is to represent the overall scene orientation (intended or default scene), which differs from the format orientation in addition to device orientation. He commented that one may have some type of signaling that a center speaker is not in the center but whole scene is rotated at a time instant, Nokia’s preference is to do all compensation before encoding.

Mr. Tomas Toftgard (Ericsson) asked at which rate it is foreseen to transmit the intended orientation or if SDP is used to activate this feature. He also asked in what scenarios it will be transmitted for rendering. Mr. Lasse Laaksonen (Nokia) stated that Nokia did not consider the update rate at all so far, and overall the signaling could be performed in the same way as proposed by Dolby. He commented that the update rate for the intended scene orientation may generally not be very continuous, and there may be more infrequent updates, or it could be an adaptive update rate, then follow scheme that Dolby has proposed.

Mr. Stefan Doehla (Fraunhofer) asked how Nokia envisions it to work in presence of video, and he referred to figures where video could be involved in these use cases. Mr. Lasse Laaksonen (Nokia) clarified that Nokia considered so far that rotations are independent of any video capture, in many cases this could be an audio-video capture, not just an audio capture. He stated that in those cases it seems obvious that the video and audio capture should be in some way linked and the audio scene should follow the video scene for example, however if one has these types of mixed content where a live capture is mixed with some other audio, one might have different orientations applied for these two. Mr. Nils Peters (Qualcomm) noted that figure 1 corresponds more to a voice call. Mr. Stefan Doehla (Fraunhofer) commented that in figures 2 or 3, there seems to be a user pointing a terminal's camera to the front.

The EVS SWG Chairman suggested stopping the discussion and he summarized that some feedback was provided and the clear message is that orientation is felt to be before encoding.
Conclusion:

S4-191171 was noted. 

Mr. Lasse Laaksonen presented S4-191172 On voice and priority information for IVAS audio inputs, from Nokia Corporation
Comments / questions: 

Mr. Stéphane Ragot (Orange) asked if the voice signal indication represents the predominant audio, if it is assumed that there is a signal classifier before encoding that can tell there is voice or music or something else. He wondered who would tell this is voice and how reliable the information would be. He commented that priorities seem to be technology motivated and he failed to see the real service motivation, and he was not convinced that a moderator or chair would be more prioritized. He stated that there seems to be a relationship to pass-through which may be difficult to conclude, and the overall focus is on specific implementation details and assumptions and one may provide the same functionalities in service without the proposals.
Mr. Lasse Laaksonen (Nokia) agreed that the proposal is specific because this is derived from use case requirements in a communication use case with considerations about the end user experience and their capacities in controlling spatial audio presentation. He stated that one needs to allow that type of intuitive control, whether that is achieved by some other means, and some type of clear understanding of the role of a certain audio component is needed to allow for the user interface to adapt to what the bitstream provides. He stated that this information always needs to come from the transmitting side by some means, where it needs to be available for rendering. He stated that there is also the connection to pass-through operation or some type of pass-through which is important to be able to separate a source from the ambiance. He commented on the classification part, and commented that the classification may rely on any suitable means in the capture device, whether it is a user interface for providing this information in all inputs or when this is suitable for the input generation or use case, it could be the voice signal or predominant input.

Mr. Stéphane Ragot (Orange) commented that a different approach combining an object and a scene could achieve the same functionality. Mr. Lasse Laaksonen (Nokia) stated that one can provide an audio object, but from user experience point of view, but the object may be a guitar, and one want to control a talker voice but gets a louder guitar. He commented that one needs to enable simple user intuitive aspects, for the codec or around the codec. He stated that there is no need for classification, one may have a person part of an ambisonic scene and an object extraction but, if one starts with an object labelled or some ambiance, one may have all this information conveyed.

Mr. Stefan Bruhn (Dolby) commented on the voice indicators, and he commented that in Dolby’s contribution some kind of indicator for track groups called dialogue field is proposed, and if a single object corresponds to what Nokia likes to achieve, this is an aspect signaled to encoder. He commented that it is another discussion whether it would be mandated to transmit in all cases the information to the receiving side, and it may depend on how one believes in use cases, which is similar to device orientation or signaling capabilities to signal such flags. He stated that one should not mandate this flag to be transmitted in all cases.
He referred to the comments on the priority information at the EVS SWG ad-hoc meeting #11, and he stated that he was concerned to provide a priority information to the encoder as this implies that the encoder may be in some kind of automatism based on a pseudo-intelligence, and it may not meet all cases. He commented that the encoder would be frozen and whenever one gets certain priorities, one would get a certain behavior, but there may be other use cases where the behavior is not the right one. He did not support the concept of priority.
Mr. Milan Jelinek (VoiceAge) stated that in this proposal the priority information would be conveyed if it is available, so that there would be mandatory support, but not mandatory transmission. The codec would have to be able to take this information into account. He asked whether it is proposed to make the capability mandatory for all input formats, not just objects, and he could not see the advantage for the ambisonic format. Mr. Lasse Laaksonen (Nokia) clarified that the proposal is predominantly for audio objects and it might make sense to allow the same for other inputs, so he would not limit this to audio objects, however one may assume that it would be sufficient.

The EVS SWG Chairman suggesting stopping here and he invited to think about this until the next meeting.
Conclusion:

S4-191172 was noted. 

Mr. Stefan Bruhn presented S4-191200 Input Audio and Session Metadata for the IVAS encoder, from Dolby Laboratories Inc.
A first version was presented at SA4#105, updates are reflected in the file containing revision marks.

Comments / questions: 
Mr. Stéphane Ragot (Orange) asked to clarify the use case for the dialogue field. He asked if the dialogue field is assuming something produced professionally and UGC like the Nokia use case. Mr. Stefan Bruhn (Dolby) stated that he may not resolve concerns on this attribute to track groups, a scene may have several talkers with some dialogue, and it is up to some external service based input or content to set or not such a flag, and it may be automatic or set by hand.

Mr. Milan Jelinek (VoiceAge) asked if there is just one format type in a track group or also a possibility of format combinations. Mr. Stefan Bruhn (Dolby) stated that it is not forbidden to mix anything, and one may have the example of a channel-based input then the group would tell in which group it belongs to.

Mr. Tomas Toftgard (Ericsson) asked if the dialogue field is transmitted to the rendering stage. He stated that it was mentioned that it could be used for priorization. Mr. Stefan Bruhn (Dolby) did not want to imply any requirement on the codec with this input, and one would have to see whether it is useful to either mandate the transmission to the receiving side or turn on by SDP, and this is another decision.

Mr. Lasse Laaksonen (Nokia) asked to clarify the wording “prioritize intelligibility”. Mr. Stefan Bruhn (Dolby) stated that if one knows there is a dialogue, the encoder could take benefit of this but this is not a priority, this is not prioritizing one content against another, it would simply tell what kind of content this is, and it remains to be discussed whether this is something for transmission remains.
Mr. Tomas Toftgard (Ericsson) stated that there are different object types like mono with panning gain and ambisonics and he asked how this should be interpreted and how one would render. Mr. Stefan Bruhn (Dolby) stated that mono with panning gain is particularly to address the case that one wants the possibility to provide non-diegetic input that can with certain panning gain, this is to address the design constraint that was already agreed, and this is an element to signal this to the encoder. Mr. Tomas Toftgard (Ericsson) commented that the agreement is that it is handled at the decoding side. Mr. Stefan Bruhn (Dolby) clarified that this would have to be transmitted, and it depends on what is written in IVAS-4 to know if one has to transmit or not. He stated that if the group decides that the dialogue field has to be transmitted, one would put it in IVAS-4 at some point.
Mr. Tomas Toftgard (Ericsson) asked why ambisonic types are needed. Mr. Stefan Bruhn (Dolby) explained that this is to cover 6DoF use cases, and one would have objects with directivities. Mr. Tomas Toftgard (Ericsson) commented that this is one implementation of directivity, and it could be represented in other ways. Mr. Stefan Bruhn (Dolby) commented that this is just a proposal, and FOA is straightforward but other proposals on how to deal with directional objects should be considered. He referred to 3.2.3 (on directivity and orientation) that Dolby is open to other parametric approaches, and details would be TBD.
Mr. Cal Armstrong (Huawei) commented that the positional location on unit sphere or cube is undefined, and distance in missing. Mr. Stefan Bruhn (Dolby) stated that the room size may be known at some kind of session initialization, where one would have to initialize all coordinate systems, and describe a room size in cubic space (e.g. 3 x 6 m). He commented that the proposal is normalized.

Mr. Cal Armstrong (Huawei) commented that the spaces have to be more than normalized if there are 2 different spaces, and the metadata could be scaled or one could go above 1 to allow further distance.
Mr. Stefan Bruhn (Dolby) stated that the assumption is that everything is within this cube, one has to know what is the maximum extent, so that none of users would be able to move outside space. Conclusion:

S4-191200 was noted. 

Testing

Mr. Tomas Toftgard presented S4-191162 IVAS testing, from Ericsson LM
Comments / questions: 

The EVS SWG Chairman need to understand whether it’s test plan or qualification plan
Mr. Cal Armstrong (Huawei) commented on the term ‘reference’ / ‘direct’, and he stated that this assumes that the optimal score would not be obtained when there is the difference between the codec and reference. He stated that one could end up with an output that sounds different but performs equally well, and it would score poorly compared to the direct. Mr. Tomas Toftgard (Ericsson) commented that this is the reason why a common render is proposed.

Mr. Cal Armstrong (Huawei) commented that one may have object-based audio and a common render that defines the reference, and on may convert to scene-based audio in IVAS and it performs well in terms localization, timbre, but it is different. One would find that the codec and reference are equally good, but the codec will score badly. He commented that if there is no reference condition, but an alternative scene, the IVAS codec may score better. He stated that this approach puts a restriction on the encoder and decoder, if there is format conversion, and it must sound the same as the original. Mr. Tomas Toftgard (Ericsson) commented that this puts the constraint that it must sound like the reference, and there is why the rendering test is proposed to the output produced with the internal rendering is better.
Mr. Stefan Bruhn (Dolby) commented on the statement in introduction that the external renderer interface will be evaluated separately, and he stated that the proponent may choose to use the internal renderer rather with the common renderer, and show that one gets with the internal renderer a quality equivalent to the common renderer. He asked if there is evidence one gets the expected quality with the internal renderer. He commented that a candidate may expose an interface to the internal render showing how someone want to implement the internal renderer as an external renderer. Mr. Tomas Toftgard (Ericsson) stated that it is not decided how the external rendering interface should look like, and it may be based on formats relevant as input, and in this case an external renderer can be connected to the same interface.
Mr. Lasse Laaksonen (Nokia) supported the concept of doing two different types of test. He commended that Nokia had in a previous meeting a contribution on MASA and how it can be tested with a reference. He stated that this concept can be generalized, there is some similarity in the Ericsson proposal, by doing this type of testing one can achieve 3 things: it is possible to understand the inherent coding capability by using a rendering test, it is possible to verify the interface to an external renderer, then related to preference testing it is possible to show case the performance of the IVAS internal renderer. He stated that Nokia believes that IVAS should be tested such that it can outperform the common renderer or any type of arbitrary external renderer. Mr. Tomas Toftgard (Ericsson) stated that the rendering would be optimized compared to the common renderer and it should not be worse.

Mr. Nils Peters (Qualcomm) asked what the common renderer could be. Mr. Tomas Toftgard (Ericsson) noted that a common renderer was defined for VRStream, and it is work for SA4.

Mr. Stefan Bruhn (Dolby) stated that one may see with the common renderer a quality worse than with the internal renderer. Mr. Tomas Toftgard (Ericsson) stated that one would test on the external rendering interface, and the reason for external rendering may be to extend and add features.

Mr. Stéphane Ragot (Orange) commented that this contribution assumes that all candidates share the same external renderer interface and he stated that such a requirement is not defined. 
Mr. Tomas Toftgard (Ericsson) stated that for stereo or simple cases one can have diotic or playback from headphones and for other cases there is no reference.

Mr. Markus Multrus (Fraunhofer) supported the proposal and he stated that it gives a balanced evaluation of the codec and renderer, and it is reasonable to implement testing wise. He stated that the IVAS WID refers to a built-in renderer, on other hand it was commented that that interesting scenarios are multiparty communication scenarios where there are not a single bitstream but many bitstreams from various sources are decoded then rendered. He commented that for an MCU multiple bitstream would be decoded and then merged, and the decoder part of IVAS must not be underestimated, and he requested to consider scenarios where the decoder is used without the renderer.

Mr. Stefan Bruhn (Dolby) asked if the dashed box for the common renderer in Figure 1 means that a proponent is not allowed to use the common renderer and if it has to use the internal renderer. Mr. Tomas Toftgard (Ericsson) stated that it could depend on the format and it is dashed for cases when the input audio stream can be played back directly.
Mr. Stefan Bruhn (Dolby) wondered if “decent quality” for the common renderer is the best thing that could be done, or just good enough quality. He commented that the common renderer may cause colorations that are non-ideal, such a renderer solution might have an effect that certain properties could be magnified. Mr. Tomas Toftgard (Ericsson) commented that there might be different artistic intents in this group, one might define a renderer that is good enough and not all preferred. He stated that the coloration issues are the same as agreeing on test items, which can be made unnatural with coloring.

Mr. Stefan Doehla (Fraunhofer) stated that the interface to the encoder input should be the minimum for the external renderer interface to the common render, and this would be clearly specified; he referred to the IVAS WID which lists channel, object and scene-based audio. Mr. Stéphane Ragot (Orange) stated that the interface to the encoder input may be ok to define direct, but candidates are free to do what they want for the external renderer interface.
Mr. Stefan Bruhn (Dolby) did not see how one could conclude that the interface to the external renderer has to be the same as the encoder. Mr. Stefan Doehla (Fraunhofer) stated that the common renderer is for evaluation and this is not by default the external renderer that vendors would implement. Mr. Tomas Toftgard (Ericsson) stated that the common renderer is just one example. 
Conclusion:

S4-191162 was noted. 

Mr. Stefan Bruhn presented S4-191198 On Reference Testing with Headphone Playback, from Dolby Laboratories Inc.
Comments / questions: 

Mr. Milan Jelinek (VoiceAge) asked why not use FOA as a reference for testing of FOA input and he recalled that FOA is one of the agreed formats and he stated that it is one of the formats in communication scenarios that might be even more relevant than HOA. Mr. Stefan Bruhn (Dolby) stated that the codec may contain technologies that would not be pass-through FOA and FOA might not be the best quality due to some limitations in the capture process, and for this reason, testing should be done with a more ideal capture audio signal. Mr. Milan Jelinek (VoiceAge) stated that this is uncorrelated to any pass-through discussion, and it is similar to testing WB and comparing to a WB reference. Mr. Stefan Bruhn (Dolby) stated that WB testing had strong assumptions on the sampling rate and one would use the same audio bandwidth for P.800 DCR testing. Mr. Tomas Toftgard (Ericsson) supported VoiceAge’s view on the FOA reference, and he stated that any enhancement done by the codec should be applied to the reference, otherwise one would specify a bad reference.

Mr. Stefan Bruhn (Dolby) stated that FOA is not a desirable input capture format and he wanted to see the best quality for the user and not accept limitations due to non-perfect capture.
Mr. Stéphane Ragot (Orange) stated that for binaural rendering there is the flexibility of HRTFs, and he asked if one would potentially use personalized or individual HRTFs. Mr. Stefan Bruhn (Dolby) stated that the interface to customized HRTFs is not shown but it is the understanding of the source that this possibility should be there.
Mr. Cal Armstrong (Huawei) stated that the idea of a common renderer is a restrictive methodology and he suggested to use localization or preference tests. Mr. Stefan Bruhn (Dolby) stated that testing other properties like localization could be considered.
Mr. Milan Jelinek (VoiceAge) stated that the evaluation of this codec will be done in several stages, in the first stage one should need to radically reduce what is tested and find a procedure to compare solutions.

Mr. Cal Armstrong (Huawei) did not want to penalize a renderer with optimal performance but not matching the reference, he stated that one can provide something that sounds better, but one wants to asses something that sounds the best. Mr. Stefan Doehla (Fraunhofer) commented that the goal is not ‘sounding best’ but ‘sounding right’ and he commented that L /R confusion would be acceptable but not right Mr. Tomas Toftgard (Ericsson) stated that usually one conducts a listening test to decide what is good or bad and it is difficult to know the preference of listeners.
Mr. Cal Armstrong (Huawei) stated that having the reference as anchor is not a problem, but one should define test methodologies that allow to perform better than the reference. He commented that MUSHRA testing would penalize a codec that sounds better.
Mr. Tapani Pihlajakuja (Nokia) stated that a common renderer should be a render that is sufficient to deliver IVAS, regardless of the test method, and it will be a very high-quality anchor.
Mr. Andre Schevciw (Qualcomm) stated that one needs to make sure that no renderer is bad enough to mask coding artifacts.
Mr. Stefan Bruhn (Dolby) stated that it is difficult to come up with a suitable test methodology that does not apply a method like reference testing and he stated that in practice quality will be limited by coding distortion, if one does not consider very high bit rate, given that 128 kbit may not be relevant as IVAS use cases.

The EVS SWG Chairman suggested to have some editing based on the proposed figures from Dolby and Ericsson to start the processing plan document. Mr. Stefan Doehla (Fraunhofer) requested to include S4-190698 from Fraunhofer in the editing.
Conclusion:

S4-191198 was noted. 

Mr. Stefan Bruhn presented S4-191199 On Reference Testing with Loudspeaker Playback, from Dolby Laboratories Inc.
Comments / questions: 

Mr. Markus Multrus (Fraunhofer) asked if any channel-based content would always be played out on a 7.1.4 setup even if the original content would be for instance 5.1. He stated that it makes more sense to evaluate channel content on the original loudspeaker layout that it was designed for.
Mr. Stefan Bruhn (Dolby) stated that the IVAS work is to develop a codec including a renderer, and he could often see the case that the loudspeaker configuration for playback at home is not matching the channel-based input format, and it makes sense to take that scenario to expose the renderer to a given loudspeaker configuration. Mr. Markus Multrus (Fraunhofer) stated that the receiver would takes care of this mismatch, not the codec. Mr. Stefan Bruhn (Dolby) did not see what is the receiver, and he recalled that IVAS is to standardize a codec and a renderer, the default operation would be to use the renderer of IVAS and not a receiver.
Mr. Markus Multrus (Fraunhofer) stated that there is a big potential of masking coding artifacts by setting improper test methods with different rendering and format conversion.
Mr. Andre Schevciw (Qualcomm) commented on the FOA truncation and he asked what happens if the IVAS renderer is better than reference renderer. Mr. Stefan Bruhn (Dolby) suggested a process where one would first develop an ideal renderer for the reference, he commented that bit rates would be the main limiting factors and there would be coding distortions.
Mr. Stéphane Ragot (Orange) stated that the 7.1.4 loudspeaker configuration is something to check, and loudspeaker testing may not be done in qualification, and in this case, it would not be on the critical path. He commented that loudspeaker rendering for ambisonics may bring up the issue of the sweet spot size which could be smaller than the head size for FOA and he stated that one may have to consider HOA with sufficient order.

Mr. Lasse Laaksonen (Nokia) commented that according to Dolby’s proposal one may include the default/reference renderer as part of the solution.

Mr. Markus Multrus (Fraunhofer) stated that the ambisonic case brings many complications and he commented that, given the practical relevance of ambisonics on the market place, one may favor other formats such as multichannel and object. Mr. Stefan Bruhn (Dolby) did not see how scene-based audio would be less relevant than channel-based audio and he asked to provide a use case with a 7.1 input to ivas. Mr. Markus Multrus (Fraunhofer) stated that there is more channel-based audio content than ambisonics. Mr. Stefan Bruhn (Dolby) stated that this relates to using IVAS as a streaming codec, and for a capture in a mobile device channel-based content might not be relevant. He added that one may connect some ambisonic microphone to a device.

The EVS SWG Chairman invited to discuss the joint activity and how to invite contributions or use a publicly known renderer. Mr. Markus Multrus (Fraunhofer) stated that one needs to agree on a common concept. Mr. Lasse Laaksonen (Nokia) commented that Nokia provided the MASA C reference software which include renderer, and another approach would be to develop a renderer on paper.

Mr. Stefan Bruhn (Dolby) suggested starting with certain requirements and timelines, and a reference system could be the one from Nokia and one may see to what extent it is sufficient or whether further elements should be added. He pointed out that ITU-R has production renderers that may be considered. Mr. Cal Armstrong (Huawei) wondered which requirements would decide that a renderer is a reference.

The EVS SWG Chairman suggested editing figures on various cases. He commented that there is no editor for IVAS-7. Mr. Tomas Toftgard (Ericsson) volunteered to edit figures from input contributions and prepare a draft processing plan.
Conclusion:

S4-191199 was noted. Mr. Tomas Toftgard (Ericsson) was tasked to take figures from input contributions and prepare a draft processing plan.

Mr. Markus Multrus presented S4-191179 Evaluation of potential IVAS Reference Codecs – SBA Format, from Fraunhofer IIS
Comments / questions: 

Mr. Markus Multrus (Fraunhofer) clarified that this test on potential reference codecs was limited, but one could see trend with an EVS-based solution, and asked the group to take this into account.
Mr. Cal Armstrong (Huawei) stated that the definition of A-format 4 microphones has 4 microphones in the front of hemisphere. It was clarified that the azimuth should be 180 degrees for the last two rows defining the A-format.
Mr. Stéphane Ragot (Orange) noted that the item selection was biased toward speech (8 items out of 12) and he recalled that Orange provided results for general audio items where results were not as good for 4x16.4 kbit/s. He commented that the matrixing on multimono had a trend for slightly better quality and he asked if Fraunhofer is not considering matrixing for reference codecs.
Mr. Markus Multrus (Fraunhofer) commented that matrixing is a mockup based on a system with multimono and there is a compromise between transparency and quality. He stated that for FOA matrixing could make sense, given it reduces a bit the potential dynamic of some components. and he highlighted that results are not statistically different.

Mr. Stefan Bruhn (Dolby) commented on synthetic with speakers, and he asked if they were just dry items and if speakers were overlapping over each other. Mr. Markus Multrus (Fraunhofer) clarified that they were relatively dry items, and there was some overlapping. 
Mr. Tomas Toftgard (Ericsson) recalled that Ericsson did similar tests comparing A and B-formats with similar setups, however the test material was different, the playback used a circular array in 3 levels (not 7.1.4). He stated that Ericsson results showed that B-format was statistically better than A-format at 13.2 and 24.4 kbit/s, and the test is not very different but the 16.4 kbit/s bit rate falls in between. Mr. Markus Multrus (Fraunhofer) commented that a different ambisonic loudspeaker renderer was used. He also recalled that there were also results from Dolby on e-AAC+ which showed the opposite of Ericsson results on EVS.
Mr. Hans Gierlich (Head Acoustics) asked if there was any chance to increase the number of listeners to have more significant results if the goal is to say everything is the same. He stated that it is dangerous to see trends, and he wondered if it is the right thing to target just experts. He commented that it is more relevant in the IVAS context to deal with normal listeners. Mr. Markus Multrus (Fraunhofer) recalled that MUHSRA targets expert listeners, and he stated that Fraunhofer has done lots of P.800 tests targeting naïve subjects, which works well for mono. He pointed for stereo to other standardization efforts in ITU. He commented that for immersive audio one lacks experience on how naïve listeners react and how they are able to discriminate conditions.

Mr. Hans Gierlich (Head Acoustics) stated that Head Acoustics conducted experiments and CCR is the best methodology and it gets the rank order. He commented that results are good and consistent but they not on an absolute scale. He invited to consider such types of tests.
Mr. Takehiro Moriya (NTT) stated that according to these results he strongly supported multimono EVS as a reference partially because ITT4RT will use multimono of EVS as fallback so it is worthwhile to target EVS. He supported the idea of using EVS as reference.

Mr. Andre Schevciw (Qualcomm) commented on confidence intervals and he asked how FOA was obtained from the eigenmike. Mr. Markus Multrus (Fraunhofer) clarified that eigenmike recordings were encoded to HOA with the software from the eigenmike and then truncated.

The EVS SWG Chairman supported the view from Head Acoustics that the general idea is to use naïve listeners and he preferred to stick to 3GPP codecs such as EVS.

Mr. Stefan Bruhn (Dolby) commented on performance requirements that were in the past proposed to be limited to ‘correlated content’ and he asked if this applies to FOA. Mr. Markus Multrus (Fraunhofer) stated that ambisonic is correlated content anyway, and the old EVS stereo requirements have the wording ‘correlated content’ which is not defined.

Mr. Markus Multrus (Fraunhofer) suggested to consider use cases to define tests and performance requirements. He commented that an example of non-correlated content in a conversational use case would be the case of a number of independent talkers forwarded by MCU or a signal created by MCU, with talker A and B in left and right.
The EVS SWG Chairman suggested closing this document and agreeing on NTT’s preference for EVS. Mr. Stéphane Ragot (Orange) stated that an EVS-based reference will make sense for multimono only for high bit rate cases as it may be used in ITT4RT.
Mr. Stefan Bruhn (Dolby) stated that test results represent just a snapshot on a single bit rate and FOA, and one cannot draw conclusions for other bit rates and stereo. He stated that Dolby is still in evaluations, running some tests, to give a clear opinion on suitable reference codecs at some later stage.
Conclusion:

S4-191179 was noted. 

Complexity, delay
Mr. Tomas Toftgard presented S4-191160 IVAS algorithmic delay and complexity, from Ericsson LM
Comments / questions: 

The EVS SWG Chairman commented that the proposal is to define categories and then figures, with the same categories in each table. 
Mr. Milan Jelinek (VoiceAge) asked for confirmation of his understanding that the 2 columns on IVAS rendering are split into  whole solution (encoder, decoder and renderer) vs. just encoder and decoder. He invited to clarify the wording ‘end to end’ complexity and he commented that the external rendering column can be interpreted as IVAS encoder+decoder plus the external renderer. He supported having several numbers for different categories.

Mr. Stefan Bruhn (Dolby) commented that in EVS there was a category for ‘mandatory features’ and another for ‘non-mandatory features. He invited to avoiding the reference to EVS with a kind of profiling and he stated that profiling may not be good for interoperability. Mr. Tomas Toftgard (Ericsson) stated that one could have several categories containing mandatory features for IVAS. Mr. Tomas Toftgard (Ericsson) stated that stereo and FB were some device categories for EVS, and it happened that they were not to mandated, and in the IVAS WID it is clear that IVAS will support a wide range of UEs. He stated that certain devices might not support all input formats, or might only have capabilities to capture just stereo as one example. He stated that in that case one would not expect the same complexity or memory footprint if one encodes more channels. He stated that depending on capabilities one would not execute all parts of the codec.
Mr. Stefan Bruhn (Dolby) asked why an implementation on a low-capable device would not implement all features. Mr. Tomas Toftgard (Ericsson) stated that at the codec setup of codec one would not need to allocate more channels than in the input.

Mr. Paul Dillen (Philips) commented on the proposed table templates and he stated that IVAS has to support both the internal rendering and the external rendering interface, and he asked why not have a single column with the maximum ROM complexity for the combined solution to support both types of rendering. Mr. Tomas Toftgard (Ericsson) stated that ROM could be combined, and RAM depends on number of output channels, which could be different for external rendering. Mr. Paul Dillen (Philips) stated that a device maker would need the RAM for IVAS as only one figure, which is the worst case, and he comment will not support only external renderers. Mr. Tomas Toftgard (Ericsson) clarified that the split is to leave headroom for external rendering, otherwise one would lose something if the same complexity is set for both cases.

Mr. Paul Dillen (Philips) asked if category would exclude the internal renderer. Mr. Tomas Toftgard (Ericsson) clarified that some categories might indeed exclude internal renderer.

Mr. Stefan Bruhn (Dolby) stated that it is nice to support external renderers, but external renderers get far too much focus and weight in this proposal. He stated that a solution with full integrated IVAS renderer would have a disadvantage because there might not be much difference between IVAS internal and external rendering. He stated that it is important to deliver an end to end solution. Mr. Milan Jelinek (VoiceAge) stated that the integrated renderer affects RAM and complexity, and he did not see  the same complexity with and without rendering. Mr. Stefan Bruhn (Dolby) stated that an external renderer has an additional price and complexity burden. Mr. Milan Jelinek (VoiceAge) stated that this is the reason for the table. Mr. Stefan Bruhn (Dolby) commented that one does not know anything about the external renderer.
Mr. Lasse Laaksonen (Nokia) stated that the question about providing additional head-room is important for external rendering interface.

Mr. Huan-Yu Su (Huawei) recalled that Huawei submitted a contribution in the past requesting that the internal renderer to be normative and this was agreed and put in IVAS-4. He asked if the proposal was that the internal render would not be supported in a product. He preferred not to depart from what was agreed. He asked If the proposal on complexity figures is that external rendering is in addition to the IVAS standard, and if the external renderer will compete or just cause additional complexity.

Mr. Milan Jelinek (VoiceAge) stated that rendering consumes complexity (including ROM and PROM) and IVAS-4 indicates the support for external rendering, but one would not run the internal renderer if the external renderer is used. He stated that the provision for external renderer allows for market differentiation for rendering. He supported defining two numbers for RAM and computational complexity, for the whole solution and for the solution without the internal renderer, respectively. Otherwise one would not give the possibility for the solution using the external renderer to be competitive.

Mr. Stefan Bruhn (Dolby) stated that it is difficult to set limits for cases with external rendering. He stated that this could be evaluated for characterization and one could report complexity figures if internal rendering is not used and one would know what is additional price to pay.

Mr. Tomas Toftgard (Ericsson) stated that one would be forced to use internal rendering if the same complexity is defined for internal vs. external rendering.

Mr. Stéphane Ragot (Orange) asked if the proposal is assuming fixed-point implementations or just measures equivalent to STL. He asked how to verify the complexity requirements. Mr. Tomas Toftgard (Ericsson) recalled the agreement on STL if fixed-point is used. He recalled that the WID requires fixed point which is the default.

Conclusion:

S4-191160 was parked. 

Mr. Paul Dillen presented S4-191177 On IVAS complexity, from Philips International B.V.
Comments / questions: 

Mr. Markus Multrus (Fraunhofer) commented that the proposal is about maximum complexity for IVAS codec and it refers only to the most complex demanding track group and rendering, and not all input track groups and rendering of all track groups. He gave the example of 3 objects each put  in an own track group, and he stated that what is relevant is the complexity for 3 track groups.

Mr. Paul Dillen (Philips) stated that the complexity of candidates may be evaluated for a single instance (track group) and if one needs multiple instances, the total can be lower than sum of individuals. Mr. Markus Multrus (Fraunhofer) stated that the concept of track group is to provide guidance to codec, and he asked how to determine complexity if one does not want to use track group. He stated that one cannot force a proponent company to implement a certain concept. He added that the relevant complexity is the complexity that a device needs to decode or encode a complex scene. He asked to consider total complexity.
Mr. Stefan Bruhn (Dolby) stated that the track group concept would allow adding different layers on complexity, and if the device is a low-complexity device, it would negotiate what is possible, it may not encode in independent track groups, but put remaining objects into a common track group. He commented that since the maximum complexity is for the worst-case track group all things can be coded under control.

Mr. Huan-Yu Su (Huawei) stated that encoder maximum complexity + decoder maximum complexity + renderer maximum complexity should be used as a figure to measure complexity. He was puzzled by track groups where one has a scene with different types (channel-based, object-based) and a certain intelligence would put them in one or several track groups. He commented that track groups are a new concept to digest and complexity on a device (in MIPS) might be different depending on different groupings.
Mr. Paul Dillen (Philips) stated that the number of track groups should be related to the capabilities of the device, and could implement a low-complexity, limited manipulability of content, or a system with full manipulability.

Mr. Nils Peters (Qualcomm) commented complexity of binauralization depends on length of HRTF or BRIR deployed. He stated that due to Orange’s request there are flexible HRTFs (in SOFA) and complexity might scale up and he wondered how to determine complexity without understanding what HRTFs are acceptable.
Conclusion:

S4-191177 was noted. 

Mr. Markus Multrus presented S4-191184 On Complexity and Delay Constraints for IVAS, from Fraunhofer IIS
Comments / questions: 

Mr. Stefan Bruhn (Dolby) asked if each of combinations for I/O delay would be a different service. Mr. Markus Multrus (Fraunhofer) clarified that a service can use certain features. Mr. Stefan Bruhn (Dolby) stated it would be surprising that for different I/O combinations different services would justify different delays. He stated that delay limits should not come from codec design but from a service point of view, with IVAS as one service. He stated that there should be one essential delay figure. Mr. Markus Multrus (Fraunhofer) stated that there is one figure (32 ms) and he asked if one should stick to 32 ms for all services. Mr. Stefan Bruhn (Dolby) commented that mono telephony, is different from immersive voice and audio services.
Mr. Nils Peters (Qualcomm) commented that the HOA orders and ‘.4’ should be in brackets.
Mr. Tomas Toftgard (Ericsson) asked if there would be one single figure for internal or external rendering. Mr. Markus Multrus (Fraunhofer) stated that there should be extra set of delays for external rendering.
Mr. Stéphane Ragot (Orange) commented that the ‘mono input to stereo output’ was not expected. and he stated that a problem with this proposal is that it assumes pass-through which is not agreed for objects or HOA. Mr. Markus Multrus (Fraunhofer) clarified that the ‘mono input and stereo output’ case was a mistake.  Mr. Stéphane Ragot (Orange) commented that the figure of 88 WMOPS was not correct for 26.952. Mr. Stefan Doehla (Fraunhofer) clarified that it is based on the design constraints for EVS (based on STL2014). Mr. Stéphane Ragot (Orange) commented that the complexity unit has to be defined. Mr. Markus Multrus (Fraunhofer) stated that one would have to look up if one goes to fixed-point. Mr. Stefan Bruhn (Dolby) commented that the next thing is qualification, and he asked how to measure the proposed limits. Mr. Stefan Doehla (Fraunhofer) recalled that floating-point was used for EVS qualification, and  each proponent made some assumptions based on floating-point counters.

Conclusion:

S4-191184 was noted.
Editing sessions

Mr. Huan-yu Su (Huawei) presented a draft update of IVAS-4.

The output of the online editing of IVAS-4 (v0.2.0) can be found in S4-191307.

S4-191307 was agreed.

This Tdoc will go to A.I. 16.1.
Mr. Tomas Toftgard (Ericsson) presented a draft initial version of IVAS-7a.

The output of the online editing of IVAS-7a can be found in S4-181308, v0.0.1
S4-191308 was agreed.

This Tdoc will go to A.I. 16.1.

The EVS SWG Chairman asked if Mr. Tomas Toftgard could be the Editor of IVAS-7a P-doc. Answer: yes.
The EVS SWG Chairman concluded that one would have to revise the project overview in IVAS-1. He projected the latest version of IVAS-1 and asked the IVAS-1 Editor (Mr. Wang Bin, Huawei) to revise IVAS-1 to have Mr. Tomas Toftgard as Editor of IVAS-7a.
This revision IVAS-1 v0.1 in S4-191309 was agreed without presentation.
This Tdoc will go to A.I. 16.1.

The EVS SWG Chairman projected the project schedule in IVAS-2.

He stated the design constraints could be frozen at any stage, but performance requirements are a basis for testing and have to be complete for testing. He commented that these 2 documents are far away from completion in January 2020. He stated that a responsible behavior is to invite to provide proposals for solutions for SA4#107, to improve the work flow for IVAS. He commented that comparing AMR-WB, EVS and IVAS, codec work complexity increases, and one idea could be to partition the work into smaller parts, phases and stages and make IVAS more market relevant. He gave the example of ITT4RT which would like to use IVAS and which was agreed after IVAS. He commented that progressing like until now would imply that IVAS finalization would be postponed by a long time. He  commented on the efficiency of the ad-hoc meeting #11 on Sunday, no justification for asking for a similar ad-hoc before SA4#107.

Mr. Takehiro Moriya (NTT) agreed with the comments and he invited to work by the next meeting on how to focus and give up something.  Mr. Stéphane Ragot (Orange) expressed reservations on the idea of potentially developing several parallel codecs in different tracks which would not be good for services. 

Mr. Stefan Bruhn (Dolby) commented that there are roadblocks that are technical and non-technical, and he invited to consider not only technical changes but also ways to jointly come to a standard.
The EVS SWG Chairman invited to discuss about telcos. He commented that it may not be justifiable to add an ad-hoc meeting prior to SA4#108. He proposed not to have an ad-hoc based on experience of this meeting. The following EVS SWG telcos were agreed:

· Tuesday, Dec. 17, 2019, 14:00:16:00 CET, submission: Dec. 16, 14:00 CET, host: Dolby

· Fri, Jan. 10, 2020, 14:00-16:00 CET, submission: Jan.9, 14:00 CET, host: Dolby

Mr. Stefan Bruhn (Dolby) explained that he prepared and shared a draft new WID for the evaluation of the IVAS codec activity. He invited delegates to check this draft.
6 EVS_FCNBE

S4-191140 EVS Float Conformance verification, from Fraunhofer IIS, Intel, Apple revised to S4-191228. 
Mr. Stefan Doehla presented S4-191228 CR 26444-0027 rev 1 EVS Non Bit Exact Float conformance, from Fraunhofer IIS, Intel, Apple

Comments / questions: 

Mr. Stéphane Ragot (Orange) commented that the text in clause 7.1 is a bit descriptive, and he invited to reword it to specify more normative bit-exact tests with ‘shall’.
The EVS SWG Chairman commented that P.863 reference includes the latest one (2018). The SA4 Secretary clarified that it is the only version that is in force.

Some online editing took place.

Conclusion:

S4-191228 was revised to S4-191230. 

S4-191230 CR 26444-0027 rev 2 EVS Non Bit Exact Float conformance, from Fraunhofer IIS, Intel, Apple was initially agreed without presentation (jointly with S4-191117) and it was then revised to S4-191322.
Mr. Tomas Toftgard presented a draft version of S4-191322 CR 26444-0027 rev 3 EVS Non Bit Exact Float conformance, from Fraunhofer IIS, Intel, Apple, Ericsson LM, Orange

Comments / questions: 

Ericsson and Orange requested to be added as co-signing companies.

Conclusion:

S4-191322 was left forwarded to SA4 plenary (with no SWG status).
This Tdoc will go to A.I. 15.10.

Mr. Stefan Doehla (Fraunhofer) explained that a draft work item summary was available and he invited delegates to review this document.
S4-191213 Verification test on EVS FLC conformance procedure, from Orange was withdrawn. 
7 New Work / New Work Items and Study Items

No Tdoc in this A.I.

8 Any Other business

None.
9 Close of the session: October 24, 12:35 (local time)

The EVS SWG Chairman closed the meeting. 
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