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1
Introduction
At SA4#105, the source elaborated its view on the pass-through operation with the aim to mitigate the concerns expressed against a pass-through mode of the IVAS codec [1]. It was illustrated that although there will naturally be coding losses at lower bitrates, the IVAS codec can operate in pass-through mode through its complete bitrate range if deemed necessary. More detailed requirements on the codec behaviour can also be specified if necessary.
The discussion continued in the dedicated EVS SWG conference call #63 on IVAS pass-through. There appeared to be some common understanding of the benefits in being able to control the rendering of object-based audio, but it seemed there are still different views on the provision of an IVAS pass-through mode. In this contribution the source follows up on the previous discussion and reiterates it proposal presented in [2] to enable pass-through operation as one of the encoding modes for IVAS.

2
Discussion

Although the source’s understanding of IVAS pass-through operation was already presented at the conference call on pass-through, it was not really discussed, and is therefore here repeated to ease the discussion towards a common understanding of IVAS pass-through.

In the view of the source pass-through operation would mean that the audio format of the corresponding IVAS input is recovered at the IVAS decoder/renderer output such that it can be rendered/played back in the same manner as the encoder input would be rendered/played back. Figure 1 illustrates the rendering of Reference/DIRECT and codec output signals for IVAS operating in pass-through mode. The audio format/configuration might be signaled outside the IVAS bitstream, e.g. through SDP in the session setup.
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Figure 1: Illustration of IVAS pass-through operation

For channel-based audio, the pass-through operation implies that the decoded audio channels will be delivered in the same audio channel configuration as the input, e.g. stereo or 5.1. The same applies for binaural audio which is transported in a two-channel format. Looking at the draft design constraints in IVAS-4 [3], this feature may already be supported as the channel-based encoder input formats are also mandated as output formats for the corresponding input audio formats. Further details on the operation may however be specified through the definition of performance requirements.
For scene-based audio, ambisonics components will be outputted and although higher-order components may have been lost at lower bitrates, an ambisonics renderer can be used to render the decoder output.

For object-based audio, objects complying to the IVAS object metadata specification are delivered for rendering. The renderer may keep track of a numerous objects, but at a certain time a limited number of audio objects may be transmitted. One example scenario where such functionality is desired, is a multi-party conferencing scenario where individual people are represented as audio objects. In this scenario, the object-based audio format enables an interactive service with excellent quality encoding of the most important objects at a given time. By keeping track of customized rendering parameters, a consistent rendering can still be achieved with the service operating in a wide range of bitrates, even in scenarios of bad network conditions.

At the EVS SWG conference call on IVAS pass-through there was a contribution [4] with the proposal to group the input audio into signal groups, potentially consisting of audio signals in different formats (channel-based, scene-based and object-based). The signals in a group would be controlled jointly for the presentation, but there was no specification on what type of presentation control this would be. 
As all the input audio formats have their own specific properties, a common set of features to control the presentation would be very limited. Take for example a few of the metadata attributes proposed for object-based audio in [5], let’s say position and extent. These attributes are only valid and defined for audio objects but not jointly for the signals of scene-based and channel-based audio, which would mean that the presentation control could not cover these attributes. 
In the understanding of the source, the proposal in [4] was intended to capture the case where audio signals share metadata attributes, to make the encoding and rendering more efficient. Even if this scenario seems not very likely, it could still be enabled in the Ericsson proposal of non-pass-through encoding for a group of audio signals, at least for a group of objects. The need for having a mixture of different audio formats sharing the presentation controls seems not clearly motivated but could perhaps be handled by means of scene rotation at the rendering stage.
In another contribution [6] to the EVS SWG conference call, the pass-through mode was claimed to be an implementational and architectural burden. It was also suggested that the pass-through mode would not be scalable as the number of supported objects would be limited at lower bitrates. It was suggested that offering pass-through functionality through separate instances of the IVAS codec would solve the issues.
A solution as presented in [6] would however not be scalable in any larger extent than what has been the proposal of the source, rather limit the achievable audio quality as the resource allocation would need to happen at a higher level with less granularity and where signal dependencies would not easily be utilized. The audio inputs would be encoded completely separately, but impaired channel conditions would still need to be handled, meaning that the total bitrate would need to go below what is needed to get a good audio quality for all audio streams. Further, efficiency gains from joint coding of several audio objects cannot be utilized. 
As mentioned before, the main advantage for a multi-channel codec like IVAS over multi-mono setups is the possibility to utilize redundancies and optimize the encoding of a group of channels/components/objects rather than encoding them separately. It is essential that the IVAS codec can exploit these possibilities whenever possible. In addition, there should not be significant implications on the codec architecture just by allowing joint encoding of audio objects.
Although it is not clear what the benefits, if any, there would be in distributing audio signals into separate IVAS codec instances, such solution could in any case be implemented, which means that if the approach suggested in [6] is anyhow desirable, it may still be implemented without putting constraints on the IVAS codec design.

The focus in the discussion is here focused on the object-based audio format, and the source believes this is the case where pass-through operation comes with most benefits as this audio format has more controllable features than other audio formats. There may however still be clear benefits of a pass-through mode for other audio formats, e.g. for channel-based audio where specific audio channels could be interchanged (e.g. containing alternative voices) or for scene-based audio where the spatial orientation and resolution is easily scalable in the rendering stage.
As discussed before, there is a need for a mechanism handling varying bitrate also for pass-through encoding due to operation in varying network conditions,. The source has proposed that this can be handled by prioritization of the audio signals, e.g. having a prioritization for audio objects where only the most X prioritized objects are encoded. The figure X may of course depend on the available bitrate and should be chosen such that a good quality for the encoding of each object is still achieved. 
3
Proposal
The source retains its proposal on mandating IVAS pass-through operation as an encoding option enabled at the encoder through metadata specifications. It is proposed that IVAS-4 [3] is updated as follows, replacing the current draft box on [Non-Rendered Output Formats]/[Pass-Through Operation] by:

	Pass-through operation
	The IVAS codec shall support pass-through operation, where the output format is identical to the encoder input format, for the following input formats (as specified in Encoder Input Formats):

· Channel-based audio

· Binaural audio

· Scene-based audio 

· Object-based audio
Editor’s note: For objects-based audio the number of supported objects may be bitrate dependent. Constraints on the number of supported objects per bitrate are TBD.

Activation/deactivation of pass-through operation shall be indicated at the encoder for each audio track group individually.


Further, as in [5], using the notation of track groups being a collection of audio signals that are jointly encoded (e.g. being the channels of a channel-based audio input or the objects of an object-based audio input), the source proposes to introduce a pass-through mode indicator. In addition, it is proposed to introduce ID and priority attributes for object tracks. This may for example be done by specification of the following additional metadata fields:

Track group metadata

The pass-through field (1 bit) indicates whether pass-through mode is enabled for the tracks in the track group or not.

	pass-through (1 bit, optional)
	Description

	0 (default)
	pass-through mode disabled

	1
	pass-through mode enabled 


Audio metadata – object tracks

The objectID field indicates the ID of the object track.

	objectID ([6] bits, required)
	Description
	Data type

	
	Identification index 
	unsigned integer


The priority field indicates the importance of the object track.

	priority ([6] bits, optional)
	Description
	Data type

	Default: 0
	Indicates the priority index for the object track. The lower priority index, the higher priority is given the object track. By default, a track is assigned the highest priority, i.e. priority index 0.
	unsigned integer


Similar fields may also be defined for tracks of other trackTypes depending on the need for similar features for the other audio formats.

If the codec cannot support the encoding of all object tracks within a pass-through track group, the objects with the lowest priority may be discarded (not encoded). In case there is no prioritization or object tracks has got the same priority, the IVAS codec need to prioritize the objects. The expected behavior of the codec will be further detailed by the performance requirements. The requirements on the minimum number of audio objects to be supported could however be defined as part of the design constraints.
4
References
[1] Tdoc S4-190901: IVAS pass-through mode, Ericsson LM

[2] Tdoc AHEVS-482: IVAS pass-through mode, Ericsson LM

[3] Pdoc IVAS-4: IVAS Design Constraints, v0.1.0
[4] Tdoc AHEVS-484: On the meaning of pass-through, Philips

[5] Tdoc S4-190940: Input Audio and Session Metadata for the IVAS encoder, Dolby Laboratories
[6] Tdoc AHEVS-483: On object manipulation at an IVAS receiver, Dolby Laboratories, Inc.
