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1. [bookmark: _GoBack]Introduction 
There is an ongoing discussion on the use case feature to enable IVAS receivers to manipulate or render audio objects individually. A closely related question is quality control of individually manipulatable objects, which should make sure that the feature, if used in a service like multi-party conferencing, offers satisfactory user experience. Ericsson [1],[2] and Nokia [3] have proposed priority-based object management to deal with the question of how to allocate at the IVAS encoder limited transmission resource to objects that should be individually manipulatable. 
[bookmark: _Hlk21864049]This contribution takes a closer look at the proposed priority-based object management. The discussion leads to the conclusion that priority-based object management has severe deficiencies and that quality control of individually manipulatable objects should rather be based on well-established bit rate control mechanisms.
2. Priority-based object management
Contributions [1-3] suggest controlling the quality of objects based on object priorities. The proposals are not very specific about the envisioned mechanisms. However, the source here provides a short discussion of conceivable solutions in a conference call use case with a call server treating the voice signals from the different participants as individual objects. The conference server could implement a priority mechanism, e.g., based on talker signal energy or activity where one possible strategy is to assign relatively higher bit rates to active talkers or in correspondence to talker loudness. While such mechanisms are conceivable and used in practical conference call systems, they must also operate against an optimization criterion. The most obvious optimization criterion would be to minimize the quality difference between the rendered output at a receiving terminal and the ideal output assuming rendering of all original, i.e. uncoded object signals. However, this would not take individual object manipulation by the receiver into account. If there is the additional requirement to give the receiver the ability to manipulate individual objects for rendering, two scenarios are conceivable: 
· The first is that the manipulations remain local at the receiver, without feeding information on the manipulations back to the call server. A potential consequence may be a case where the receiver intends to focus on a particular object (talker), e.g., by boosting its level, while the call server at the same time de-prioritizes it and assigns a low bit rate to it or even discards it, following suggestions from Ericsson and Nokia. This would potentially lead to inadequate quality or it would not work at all since the discarded talker object would not be available for rendering. Hence, this is hardly a viable approach. 
· In the second scenario, information about the receiver-side object manipulations is fed back to the call server. Following the proposals in [1-3] to steer the encoder with object priorities, the receiver could send object priority information to the call server. In that case, the priority mechanism in the call server could additionally take the object priorities from the receiver into account. However, in that case it remains unclear what exact rendering scenario the IVAS encoder should optimize for. This is since mere priorities do not sufficiently well describe the rendering configuration.    
It is also notable that the concept of feeding back object priority information would not lead to viable control of the coding quality of talkers in case of other conferencing architectures without a call server performing the IVAS encoding. Object quality control should however equally well work with other architectures, where for instance there is no call server or the call server only feeds forward and multiplexes the incoming bit streams from the connected call participants, possibly with inserting object metadata. Feeding priority information to the sending UEs would not be very useful since it would not be sufficient for the sender to know what coding mode to select for encoding. 

3. Bit rate-based object quality control
Given the deficiencies of the above-discussed priority-based object management it is now discussed how object quality control can be done based on the well-established concept of bit rate control. In line with the proposal from the source [4], it is assumed that the object manipulation feature will be realized by means of the audio track group concept. Objects that should be individually manipulatable are dealt with in individual track groups and coded separately. Any remaining objects for which not enough resources are available for individual coding, are gathered in a further track group and coded as a combined representation. The quality of all track groups can then be controlled through their respective bit rates. The bit rate of each track group in turn is controlled through the associated bit rate and dtx attributes, as follows:
· The bit rate attribute for each track group is the main element for quality control. It allows setting the bit rate on a frame-by-frame basis. This offers the possibility to adapt the bit rate of each track-group based on rate adaptation feedback from a receiving terminal or based on a local bit rate selection scheme at the encoding end. Reverting to the example of a conference call use case with a call server, there is thus the possibility to adjust bit rates according to some priority logic at the call server, where bit rates can be assigned, according to some proprietary scheme, e.g., in response to talker activity or based on talker loudness. If the bit rate adjustments are made within predefined limits, certain minimum quality targets for each talker can be guaranteed, which contrasts with the above-discussed concepts. 
Bit rate adaptation feedback further offers the possibility to control the quality of all manipulatable objects at receiving endpoints. Assume an endpoint likes to zoom in on a particular conference participant or boost its level since its voice is otherwise hard to understand. It can be ensured that the corresponding object signal is available in adequate quality by sending suitable rate adaptation requests to the encoding end. To ensure that there is no excessive transmission resource usage, protocol mechanisms can ensure that the bit rate can only be adjusted within predefined or negotiated bounds. 
· The dtx attribute is a secondary element for indirect bit rate control. It allows enabling or disabling DTX for each track group. DTX is a well-established and effective principle for source-controlled rate adaptation that can minimize transmission resource usage, i.e. average bit rate, while keeping quality essentially unaffected. DTX has been found to be adequate in all 3GPP voice services. There should thus be no doubt that highly efficient coding of individual mono voice objects for IVAS can be achieved with this principle. More sophisticated source-controlled VBR techniques than what the EVS codec already offers appear unwarranted.  
      
4. Conclusion and proposal
The important principle is thus to control the quality of all track groups through controlling their respective bit rates. With this proposal any of the above-described limitations of the priority-based concepts of [1-3] are avoided. There are no ambiguities concerning quality optimization criteria. Within each track group, it is at any point clear what is the ideal reference quality towards which the encoding needs to be optimized at the allocated bit rate. 
Further, there are no conceptual incompatibilities with any conference system architectures. The proposal is fully compliant with architectures relying on a call server carrying out IVAS encoding of the talker signals from the different conference call participants. Proprietary elements like activity- or level-based priority control are fully possible as long as they lead to bit rate adaptations for the respective track groups or to track group re-arrangements. More specifically, it is at any time (frame) possible to modify the assignment of talkers to track groups to be either encoded as individual objects or jointly with other talkers in a combined representation. 
At the same time, the proposed concept works with server-less architectures and architectures relying on stream forwarding, multiplexing and object metadata insertion. In such architectures, bit rate adaptation commands are simply forwarded to all respective sending endpoints.
It is thus respectfully suggested to agree on the following points:
· Quality control of individually manipulatable objects should be based on well-established principles of bit rate control with rate adapation feedback and DTX operation.
· The bit rate of each individually manipulatable object is controlled using the bit rate and dtx attributes of the respective audio track group. 
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