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1. Introduction
Signalling of the positional information of IVAS capture device [1] has been proposed for the IVAS design constraints in order to allow for compensation of rotational movements of the capturing device at the decoder/renderer. It has since been discussed this proposed requirement over several meetings with some updates to the initial proposal. The latest iteration of the proposal [2] specifies the capture device orientation as three rotational parameters around the x, y, and z axes. This information could be an optional part of the encoder input.
[bookmark: _GoBack]It is the view of the source that the compensation of the device rotation is generally best done at the capturing device (and thus prior to IVAS encoder input) as most information necessary for the compensation is available there. This also simplifies the encoder input. In this input document, we however consider the device and scene orientation information from another viewpoint. If it is considered that capture-time compensation may not sufficiently cover all potential use cases, is should be understood what type of signalling of the positional information is needed for high-quality control of the audio scene orientation control in IVAS rendering. 
2. Orientations relating to captured audio scenes
Particularly in case of mobile phone use, there may be significant changes to the spatial orientation of the audio capture device and thus the captured orientation of the scene itself. While some device movements may be intended to affect the scene orientation, others may be completely unintentional in this respect. The effects of the rotations to a spatial audio capture may be unclear to the capturing user, and they are generally not visible or understood by the listener. In order to not confuse the listener, it is often advantageous to compensate for the device rotations.
For example, the user may choose during a session a different capture mode or orientation that better corresponds with their view of the scene or, e.g., allows making the distance to important sound sources smaller. For example, Figure 1 illustrates a user changing the capture mode between a handset mode and handheld hands-free operation. It is unlikely the user in this example intends to significantly rotate the scene as observed by the listener.
An orientation change may also relate to the content being captured. For example, user may pan their device to maintain a moving sound source in front of them. In such case, orientation compensation may not be desired. 
The selection whether to apply rotation compensation or not may be automatic or depend on a user input to select the desired operation. With all the required information available, it is possible to compensate for the device rotations directly as part of the audio capture. This simplifies the IVAS encoder input and the encoding of the audio scene, which is thus expected to be automatically oriented as desired for default presentation. Alternatively, the information could be signalled to the receiver for additional listener control, or the two approaches could even be combined. Transmitting the device rotation and rotation compensation information to the receiver can be considered as a means to provide enhanced control for the content consumption experience. In order to understand whether signalling of the positional information of the capture device is sufficient for such control, it should be considered in more detail how the scene orientation behaves in different use cases.
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Figure 1. Example spatial orientation change of the audio capture device.

Figure 2 illustrates orientations relating to the spatial audio capture of a sound scene. It is shown the capture device orientation (as already seen in Figure 1). Additionally, it is shown capturing user orientation (arrows on top of the user), the intended orientation of the audio scene (arrows at the feet of the user), and the global orientation of the scene (large arrow at the bottom). All of these orientations are/can be 3-dimensional; however, it is shown for each only a single arrow to simplify the drawing.
The above presented orientations relating to the sound scene capture as well as its transmission and reproduction can be summarized as follows:
1. Capture device orientation is the real-world spatial orientation of the device, or rather the microphone array on the device, used to capture the audio scene or a part of it. This is the orientation discussed, e.g., in [1, 2].
2. User orientation is the real-world orientation of the capturing user. This may be, e.g., the head or torso orientation of the person who is capturing the audio scene. For most IVAS use cases this information may be of limited use, but it may be useful, e.g., for some 6DoF use cases.
3. Intended or default scene orientation is the orientation of the audio scene or audio scene component as deemed appropriate by the capturing user (or, e.g., a service). This is the orientation in which the capturing user expects the audio scene delivered to the receiving user. The user may control the intended scene orientation, e.g., via device UI, via a secondary sensor/device orientation, or by switching a setting for capture-time capture device orientation compensation on/off. (Some orientation controls can similarly be available for the receiving user.)
4. Global orientation is the orientation of the audio scene relative to any other audio scene. This may be set, e.g., by a service that combines in any way more than one audio scene for common consumption. For example, the coordinate systems of two separate 6DoF spaces may need to be synchronized in some way if a user is able to move between the spaces. Otherwise the experience is arbitrary and may differ between multiple users. In terms of IVAS codec work, this may also be useful information if an IVAS decoder is expected to handle more than one incoming (bit)stream [3].
In the Figure 2 example illustration, the user orientation and intended scene orientation are linked as an example dependency. This need not be the case. Rather the intended scene orientation may be fixed for a session or it may be controlled by the user in various ways making it dynamic. For example, the user may change the default orientation on a user interface.
The global orientation is shown not to change over time, as it does not depend on the sound scene capture or user action. By above definition, any user-derived change of scene orientation would be covered by the intended or default scene orientation.
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Figure 2. Illustration of orientations for a captured audio scene.

Not all of these orientations are necessarily relevant for IVAS use cases. For example, it may seem unnecessary to signal the user orientation to the IVAS encoder. This information does not influence the encoding or rendering of the audio scene. For potential 6DoF use cases, it also seems this information is not needed for each audio input individually, although at least one audio input may relate to the user (e.g., user voice signal).
Furthermore, the global orientation information does not generally originate from the audio capture or influence the presentation orientation of a single discrete audio scene. Its relevance for IVAS work is therefore left for further study. A potential need for this orientation information relates to the handling of multiple inputs at the decoder/renderer. It would seem beneficial to have direct control over their alignment/orientations.
3. Orientation compensation in the renderer
According to the understanding of the source, the current assumption in IVAS WI is that the spatial orientation of each encoder input format is fixed as far as the encoding and decoding are concerned. Only a user manipulation, e.g., in terms of applying a head-tracking when rendering an audio scene, may affect the scene orientation after the encoder input. Thus, any rotation compensation or adjustment performed as part of the capture would result in an audio scene orientation as desired for default presentation. It can be understood then that the front as defined by an audio format is the desired front for presentation, etc.
Availability of capture orientation information at the renderer however implies that the input audio scene orientation may not always be as intended for consumption, or that the listener should otherwise be allowed to modify the scene orientation based on the capture-side information (and not just the listener’s own view of it as given by head-tracking). In the simplest form this modification is application of orientation compensation or removal of the original orientation compensation. For this functionality, it is required information on the device capture orientation over time and whether an orientation compensation has been applied. 
It is thus not guaranteed that what is being provided at the encoder input is the intended scene orientation. For high-quality control of the scene orientation, it thus does not seem to suffice to transmit the device orientation information (and information about possible compensation having been applied). In addition, it should be transmitted also the intended default scene orientation. This can be particularly important when considering encoder input format combinations where a channel-based audio input is included as a secondary scene element.
The need to transmit also the intended or default scene orientation is illustrated next via an example. Figures 3a-b illustrate an immersive audio capture of three static sound sources where the user approaches them and then continues to move around them with the corresponding immersive audio presentation for a listener wearing headphones.
In Figure 3a we consider a device rotation compensation only. In this example, there is applied always a device rotation compensation, and thus the listener experiences only the capture point translation (or audio sources moving around the user). 
In Figure 3b we consider that the capturing user selects at the second time instance a new default orientation for the scene. In this example, the rotation compensation is also ended at this time instance. Thus, we observe that the listener is rendered also a rotation of the audio sources at the second and the third time instance.
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Figure 3a. Illustration of immersive audio capture and presentation.
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Figure 3b. Illustration of immersive audio capture and presentation.

While both experiences in Figures 3a-b appear valid (and they are), there can be a user experience problem in the latter case. This is illustrated in Figure 4. Consider the first two columns of the first row of drawings in Figure 4. Here we see the effect of the scene orientation reset by the capturing user. The audio sources are instantaneously rotated into a new arrangement in the captured scene. There is thus applied a very quick orientation change for the whole scene.
Similarly to device orientation changes, these can be confusing for the listener and due to their abrupt nature they may be viewed as artefacts. Essentially, there is motivation to implement such quick changes, as the user command to set the orientation is instantaneous. It is also clear that in many use cases the capturing user must be able to make these changes. Considering the IVAS input, these kinds of effects will be “baked into” the encoder input if no signalling about the orientation changes are considered.
Consider now the second row of drawings in Figure 4. Here we illustrate that the renderer may take into account the scene default orientation command with a smoothing over time. Thus, the scene orientation will be updated at the renderer over some time. Such behaviour can, e.g., be controlled by a renderer setting that may be part of the listener’s user interface. Thus, the decision may be left for the user whether they wish to allow for abrupt scene orientation changes or apply a smoother orientation change.
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Figure 4. Illustration of immersive audio presentation under scene orientation reset condition.

The source thus considers that some type of positional information signalling may be useful for the IVAS codec. However, it seems it is not sufficient to transmit information on the IVAS capture device orientation. In practice, the capture device orientation can be compensated well during the capture. The changes to the intended or default orientation of the audio scene are however more difficult to control in a way that would allow both executing the capturing user commands correctly and avoiding confusing the listener. It may therefore be meaningful to consider a combination of capture device orientation and default scene orientation input and transmission for the IVAS codec.

4. Summary
The capture orientation of a spatial audio scene can be fixed or dynamic. In many mobile use cases, the microphone array used for capture may significantly change its rotational alignment with the captured scene. For best user experience it is thus often necessary to apply orientation compensation at some point in the capture-transmission-rendering chain to compensate for this type of change. 
In addition, the intended orientation of a spatial audio scene can also be fixed or dynamic. This intention relates to how the capturing user views the sound scene around them and whether they wish to, e.g., provide a certain viewpoint to the listener. While the real-world device orientation changes are continuous and typically smooth, this type of change is generally discrete and can be rather abrupt as it relates to a user setting on a digital user interface.
For the IVAS codec, it needs to be decided whether the encoder input format is understood to always provide a desired presentation orientation, i.e., whether all orientation compensations and user control of the audio scene orientation are built in. While the source believes that in general it is best to apply a device orientation compensation directly on the audio capture, there may be some advantages in allowing listener control over the various scene orientation effects.
In view of the source, specifying any requirements for positional information of the IVAS capture device should include at least the device orientation information (including whether the device orientation compensation has been applied to the input or not) and the intended or default orientation of the audio scene (if different from the orientation baked into the encoder input format).
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