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Contact Person:

· WG1 Coordinator, Antonin Chapelot antonin.chapelot@5GAA.ORG

Send any reply LS to:

· WG1 Chairman, Tim Leinmueller t.leinmueller@DENSO-AUTO.DE
 
· WG1 Coordinator, Antonin Chapelot antonin.chapelot@5GAA.ORG



1. Overall Description:
5GAA thanks 3GPP SA4 for the liaison statement and offers the following answers:
Question 1.	In which use cases and type of radio link (PC5, Uu) is it mandatory or optional to support transmission of audio/video media or object information?
Answer:
For Automated Vehicle (AV) applications, object information is always needed as a baseline to guarantee operation (nlos, night) and interop with low-end devices receiving the information. Video media can be used to supplement.  
For human-viewed applications, there are use cases where video may be necessary.
WG1 has described the following use cases which require and/or video media:

	[bookmark: _Hlk13485379]Use case requiring object info and/or video
	Radio link type predicted
	Requirement
	5GAA reference

	High Definition Sensor Sharing – AV lane change
	PC5
	Object information 
	Clause 4.9 [1]

	See-Through for Pass Manoeuvre
	PC5 and Uu
	Object information and video 
	Clause 4.10 [1]

	Tele-operated driving
	 Uu
	Object information (machine), video+audio (human)
	Clauses 6.2, 6.3 and 6.4 [2]

	Obstructed view assist
	PC5 and Uu
	Video
	Clause 6.5 of [2]

	Infrastructure Assisted Environment Perception
	PC5 and Uu
	Object
	Clause 5.8 of [3]




[1]	White Paper: C-V2X Use Cases: Methodology, Examples and Service Level Requirements https://5gaa.org/wp-content/uploads/2019/07/5GAA_191906_WP_CV2X_UCs_v1.pdf
[2]	5GAA TR-190028, Use Cases and Requirements – Wave 2.1; V1.0 (extract below)
[3]	5GAA TR-190099, Use Cases and Requirements – Wave 2.2; V1.0 (extract below)
Question 2.	What are the minimum configuration and performance requirements for the media in each of the use cases and per type of radio link? E.g., for video: resolution, field-of-view, fps, data rates, video compression quality, camera-capture-to-decoding latency, and is it for human- or machine-vision/consumption?
Answer:
	Use case
	resolution
	Field of 
view
	FPS
	Data rates
	VCC
	CCDL
	Latency
	Human/
machine

	High Definition Sensor Sharing – AV lane change
	
	360
	
	
	
	
	

	Machine

	See-Through for Pass Manoeuvre
	1280x720, frame rate 30 Hz, colour depth 8 bit, 24 bit resolution, subsampling 4:2:2
	
	30 
	15 MB
Note 1
	1:30
	
	50 ms
Note 2
	Human

	Tele-operated driving
	
	4 cameras
Note 3
	
	15 Mb/s per camera
	
	
	
	Machine or human

	Obstructed view assist
	1280x720, frame rate 30 Hz, colour depth 8 bit, 24 bit resolution, subsampling 4:2:2
	
	30
	15 Mb/s
Note 1
	
	
	
	Human

	Infrastructure Assisted Environment Perception
	
	
	
	40 – 120 Mb/s per camera
	
	
	
	Machine or human 



Note 1: 15 Mb/s assumes video compression.
Note 2: Video delay caused by latency must be within the tolerance of the human driver. For example, a vehicle at 90km/h moves 1.25m within 50ms. 
Note 3:	The following is to be determined:
· Are the 4 cameras producing a 360 video, i.e. in all four directions with same quality (bitrate) and resolution in each direction. Or are there two cameras facing to the front (e.g. one with a FoW of 120° (wide angle) and the other with FoW 40° (more a tele))? Is the same quality / resolution needed for the left / right view?
· Does the service need to stop, when the system can only provide e.g. 10Mbps per camera? When no, at which lower bitrate does the vehicle need to stop? Are the different cameras equal in importance?
Question 3.	In scenarios where machine-viewed media is transmitted from a sensor over the PC5 or Uu interface, what are the media encoder requirements?  If these are unknown, then what level of object recognition is required (e.g., object distance, object type, vehicle type, etc…) that could help SA4 determine the encoder requirements (i.e., using some of the criteria documented in 8.2.1 of the TR)?  
Answer:
5GAA does not have all of the answers at present but offers the following:
	Use case
	Object requirements

	High Definition Sensor Sharing – AV lane change
	

	See-Through for Pass Manoeuvre
	

	Tele-operated driving
	1 kB / Object / 100 ms. So if we assume 50 Objects per message, we end up with 4 MBit/s.

	Obstructed view assist
	

	Infrastructure Assisted Environment Perception
	From radar to local compute Unit for sensor fusion 40-160 kb/s




2. Actions 
5GAA kindly asks 3GPP SA4 to take this reply into account.


Extracted use cases from:

5GAA TR-190028, Use Cases and Requirements – Wave 2.1; V1.0

And

5GAA TR-190099, Use Cases and Requirements – Wave 2.2; V1.0 
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	Use Case Name
	Tele-Operated Driving (TOD)

	User story
	A temporary health issue (e.g., illness, headache) of a driver impairs her concentration, reactions and judgement and consequently affects her ability to drive safely. The driver of the vehicle (with some autonomous capabilities) asks a remote driver to undertake the control of the vehicle and drive remotely the vehicle, in an efficient and safe manner, from the current location to the destination.

	Category
	Safety, Convenience, Advanced Driving

	Road environment
	Urban | Rural | Highway | Intersection | Parking area

	Short Description 
	Based on perceived environment the remote driver provides to the vehicle that is remotely driven the appropriate trajectory and manoeuvre instructions for the efficient and safe navigation to the destination.

	Actors
	Vehicle, Remote Driver, Road & Roadside Infrastructure

	Vehicle roles
	Host Vehicle (HV) represents the remotely driven vehicle.
Remote Vehicles (RV).

	Road & Roadside Infrastructure
	· Roads are defined by their lane designations and geometry.
· Traffic signs provide laws, guidelines and timely information.

	Other Actors’ roles
	Remote Driver (human or machine) undertakes to drive remotely the HV.

	Goal
	Enable the remote driver to remotely control the HV.

	Needs
	The HV need to receive and apply the driving instructions sent by the remote driver.

	Constraints/ Presumptions 
	The HV provides the infrastructure and data to enable remote driving functionality

	Geographic Scope
	Everywhere

	Illustrations 
	[image: ]

	Pre-Conditions
	· The remote driver has established an authenticated and secure communication channel with the HV.

	Main Event Flow
	If the Remote Driver is a machine then:
· The Remote Driver receives road conditions (e.g., obstacles) and status information of neighbouring RVs (e.g., location, speed, dynamics etc) derived e.g., by HV’s sensors, status information of the HV (e.g., speed, location), and traffic conditions.
· The Remote Driver based on the received information builds the model of surroundings (i.e., awareness of the environment of the HV) and taking into account the destination point selects the trajectory and the manoeuvre instructions.
· The HV receives from the Remote Driver trajectory and/or the manoeuvre instructions and executes them, according to HV’s on-board security checks.
· Feedback is provided to the Remote Driver in parallel with the execution of the manoeuvre.

	Alternative Event Flow  [footnoteRef:1][2] [1: [2] Alternative Event Flows in this document are not intended as replacements for the Main Event Flow.  They are intended to represent different possible flows.] 

	If the Remote Driver is a human then:
· The Remote Driver receives video streams of high quality (e.g., to identify road conditions, neighboring RVs) and status information of the HV (e.g., speed, location).
· The Remote Driver based on the received information builds her situation awareness and taking into account the destination point selects the trajectory and the manoeuvre instructions.
· The HV receives from the Remote Driver trajectory and/or the manoeuvre instructions and executes them, according to HV’s on-board security checks.
· Feedback is provided to the Remote Driver in parallel with the execution of the manoeuvre.

	Alternative Event Flow  [footnoteRef:2][2] [2: ] 

	If the Remote driver  has to communicate with a passenger or any person outside of the vehicle (e.g., policeman) then:
· An audio stream is also established between the remote driver and the vehicle (passenger or outside person) 
The audio stream ends when the communication is not needed any more.

	Post-Conditions
	The HV adjusts its trajectory, speed, acceleration, etc. based on received control information. When the vehicle has reached its destination then the remote driving process ends. 

	Service Level Requirements
	· Positioning accuracy
· Guaranteed bandwidth
· Guaranteed Quality of Service
· Mobile network availability
· Remote Driver availability
· Communication Range
· Information age
· Velocity
· Reliability
· Latency

	Information Requirements  
	· Video streams 
· Audio communication
· Car sensor data (radar, lidar …)
· Road conditions
· RVs’ status (e.g., location, dynamics etc)
· Traffic signs
· Traffic information
· Lane designations and geometry
· HV’s status (location, speed etc)
· HV’s trajectory
· HV’s manoeuvre instructions (steering wheel, acceleration and brake pedal inputs)



	Tele-Operated Driving (TOD)

	SLR Title
	SLR Unit
	SLR Value
	Explanations/Reasoning/Background

	Range
	[m]
	10000
	Assuming V2N: Communication range within the coverage of a macro cell. 

	Information requested/ generated
	Quality of information / Information needs 
	From HV to Remote Driver: 60Mbps (Video Streaming) 
Or 
From HV to Remote Driver:  64Mbps (if Video streaming and Object information is sent)
From Remote Driver to HV: Up to 1000 bytes per message (up to 400 kbps) (Commands from Remote Driver)
	From HV to Remote Driver: 15-29Mbps are needed for a progressive high definition video/camera .Four cameras are needed (one for each side): 4*15=60Mbps.

From HV to Remote Driver (Optional):  Sensor data (interpreted objects) are also provided from the HV to the parking remote drive We can assume 1 kB / Object / 100 ms. So if we assume 50 Objects per we end up with 4 MBit/s.


From Remote Driver to HV: The size of command messages, e.g., a) turn steering wheel, direction, angle, .. b) apply the brake, brake pressure, etc including appropriate security headers. The command messages will be sent every 20ms (maximum 50 messages per second).

	Service Level Latency
	[ms]
	From HV to Remote Driver: 100 (TBC)
From Remote Driver to HV: 20
	From Remote Driver to HV: Depends on the reaction time that is needed and which is directly related to the maximum driving speed that is allowed. For instance in a speed of 50 km/h, the HV will move 0.27 m within 20ms.

	Service Level Reliability
	
	From HV to Remote Driver: 99% (TBC)
From Remote Driver to HV: 99.999% (Very high)
	From Remote Driver to HV: The transmission of commands from the remote driver require very high level of reliability, since this affects the safe and efficient operation of the AV. In addition the video streams and/or sensor information that should be also sent with high reliability to make sure that the Remote Driver has the correct (current) view of the surroundings.

	Velocity
	[m/s]
	13.9
	50 km/h is the maximum considered speed that Remote Steering need to be provided due to a situation of high uncertainty.

	Vehicle Density
	[vehicle/km^2]
	10
	Vehicle density reflects number of HVs. Many more RVs could be present.

	Positioning Accuracy
	[m]
	0.1
	A positioning accuracy is needed that allows for navigating around objects blocking parts of the driving land and to navigate through small gaps between two or more objects.

	Interoperability / Regulatory / Standardization Required
	[yes/no]
	Interoperability: No
Regulation: Yes
Standardization: No
	We assume a proprietary implementation per car OEM.
Regulation is needed, since authorities may need to specify e.g., maximum speed, minimum accuracy etc. 



[bookmark: _Toc536602740]6.3	Tele-Operated Driving Support 
	Use Case Name
	Tele-Operated Driving Support

	User story #1
	Tele-Operated Driving Support: Remote Steering
An Autonomous vehicle (e.g., passenger cars, or even a vehicle that performs dedicated tasks in very complex environments e.g., snow ploughing, cleaning, loading and unloading) may detect a situation that’s uncertainty is high and cannot make the appropriate decision for a safe and efficient manoeuvre. In this case the autonomous vehicle can ask for the support of a remote driver in order to resolve the difficult situation and then switch back to the normal autonomous driving mode without the remote driving support.

	Category
	Safety, Convenience, Advanced Driving

	Road environment
	Urban | Rural | Highway | Intersection

	Short Description 
	When the autonomous vehicle detects the need for a remote support then it starts sharing video and/or sensor data (e.g., from RADAR and LIDAR sensors) either raw or pre-processed and or situation interpretation to provide an adequate perception of the environment to the remote driver. Based on the perceived situation the remote driver can provide the appropriate trajectory and manoeuvre instructions to help the autonomous vehicle to resolve the high uncertainty situation.

	Actors
	Vehicle, Remote Driver, Road & Roadside Infrastructure

	Vehicle roles
	Host Vehicle (HV) represents the remotely driven vehicle.
Remote Vehicles (RV) represents other neighboring vehicles.

	Road & Roadside Infrastructure
	· Roads are defined by their lane designations and geometry.
· Traffic signs provide laws, guidelines and timely information.
· (Optional) Video feed from traffic cameras.

	Other Actors’ roles
	Remote Driver (human or machine) undertakes to drive remotely the HV for a short period of time to overcome a dangerous or complex situation at the road.

	Goal
	Enable the remote driver to remotely support the HV.

	Needs
	The HV needs to receive and apply the driving instructions sent by the remote driver.

	Constraints/ Presumptions 
	The HV provides the infrastructure and data to enable remote driving functionality

	Geographic Scope
	Everywhere

	Illustrations 
	[image: ]

	Pre-Conditions
	· The HV has detected a situation that the uncertainty is too high for selecting a manoeuvre that is safe and efficient.
· The HV has asked and has established an authenticated and secure communication channel with the remote driver/operator.

	Main Event Flow
	If the Remote Driver is a machine then:
· The HV vehicle provides to the Remote driver information about the type of the HV, its destination and also information that will enable the Remote Driver to build the model of surroundings. This information may include road conditions derived e.g., by HVs’ sensors and cameras, status information of neighbouring RVs (e.g., location, speed, dynamics etc), and traffic conditions.
· If available, secondary information from road infrastructure is accessed to obtain a more holistic view of the situation.
· The Remote Driver analyses the situation and selects the appropriate trajectory and/or the manoeuvre instructions that will help the HV to resolve the corresponding situation where the uncertainty is high. 
· The Remote Driver sends to the HV trajectory and/or the manoeuvre instructions and executes them, according to HV’s on-board security checks.
· Feedback is provided to the Remote Driver in parallel with the execution of the manoeuvre.

	Alternative Event Flow  [footnoteRef:3][2] [3: [2] Alternative Event Flows in this document are not intended as replacements for the Main Event Flow.  They are intended to represent different possible flows.] 

	If the Remote Driver is a human then:
· The HV vehicle provides video streams of high quality (e.g., to identify road conditions, neighboring RVs) and status information of the HV (e.g., speed, location, destination).
· If available, secondary information from road infrastructure is accessed to obtain a more holistic view of the situation.
· The Remote Driver analyses the situation and selects the appropriate trajectory and/or the manoeuvre instructions that will help the HV to resolve the corresponding situation where the uncertainty is high. 
· The Remote Driver sends to the HV trajectory and/or the manoeuvre instructions and executes them, according to HV’s on-board security checks.
· Feedback (video, other sensors, HV status) is provided to the Remote Driver in parallel with the execution of the manoeuvre.

	Post-Conditions
	The HV has left from the point where the support was needed. The remote driving support session is de-activated and the HV switches back to its normal autonomous driving mode to continue performing its planned task or the trip to its destination. 

	Service Level Requirements
	· Service Level Latency
· Service Level Reliability
· Information requested/ generated 
· Velocity
· Vehicle Density
· Positioning Accuracy

	Information Requirements  
	· Video streams 
· Car sensor data (radar, lidar …)
· Road conditions
· RVs’ status (e.g., location, dynamics etc)
· Traffic signs
· Traffic information
· Lane designations and geometry
· HV’s status (location, speed etc)
· HV’s trajectory
· HV’s manoeuvre instructions (steering wheel, acceleration and brake pedal inputs)



	User Story
	Detailed description, specifics and main differences to the user story in the main template

	User Story Title #2
Tele-Operated Driving Support: Remote driving instructions
	User Story: 

	There are also situations where uncertainty is high due to uncertain detection from one of the sensors (e.g., unresolved objects). For instance, a road construction has just been set up or changed and with that the road direction and lane markings have changed or are confusing. Such situations might need the decision of a human (teleoperator) to be resolved. The difficult situation is resolved by a remote driver who advises the HV how to take decisions for its autonomous driving task. The remote driver will provide instructions to the HV which will then execute them in its autonomous driving mode. The remote driver has does not take over control of steering and acceleration. The remote driver has possibility to control the break.

	
	Other Actors’ roles:
	Remote Driver (human or machine) undertakes to send driving commands or instructions remotely (e.g. ‘ignore lane marking’, ‘pass car blocking the road on the right/left’) to the HV for a short period of time to overcome a dangerous or complex situation at the road. 



	Tele-Operated Driving Support: Remote Steering

	SLR Title
	SLR Unit
	SLR Value
	Explanations/Reasoning/Background

	Range
	[m]
	10000
	Assuming V2N: Communication range within the coverage of a macro cell. 

	Information requested/ generated
	Quality of information / Information needs 
	From HV to Remote Driver: 60Mbps (Video Streaming) 
Or 
From HV to Remote Driver: Optional: 64Mbps (if Video streaming and Object information is sent)
From Remote Driver to HV: Up to 1000 bytes per message (up to 400 kbps) (Commands from Remote Driver)
	From HV to Remote Driver: 15-29Mbps are needed for a progressive high definition video/camera .Four cameras are needed (one for each side): 4*15=60Mbps.

From HV to Remote Driver (Optional):  Sensor data (interpreted objects) are also provided from the HV to the parking remote drive We can assume 1 kB / Object / 100 ms. So if we assume 50 Objects per we end up with 4 MBit/s.


From Remote Driver to HV: The size of command messages, e.g., a) turn steering wheel, direction, angle, .. b) apply the brake, brake pressure, etc including appropriate security headers. The command messages will be sent every 20ms (maximum 50 messages per second).

	Service Level Latency
	[ms]
	From HV to Remote Driver: 100 (TBC)
From Remote Driver to HV: 20
	From Remote Driver to HV: Depends on the reaction time that is needed and which is directly related to the maximum driving speed that is allowed. For instance in a speed of 50 km/h, the HV will move 0.27 m within 20ms.

	Service Level Reliability
	
	From HV to Remote Driver: 99% (TBC)
From Remote Driver to HV: 99.999% (Very high)
	From Remote Driver to HV: The transmission of commands or paths from the remote driver require very high level of reliability, since this affects the safe and efficient operation of the AV. In addition the video streams and/or sensor information that should be also sent with high reliability to make sure that the Remote Driver has the correct (current) view of the surroundings.

	Velocity
	[m/s]
	2.78
	<10 km/h is the maximum considered speed that Remote steering needs to be provided due to a situation of high uncertainty.

	Vehicle Density
	[vehicle/km^2]
	10
	Vehicle density reflects number of HVs. Many more RVs could be present.

	Positioning Accuracy
	[m]
	0.1
	A positioning accuracy is needed that allows for navigating around objects blocking parts of the driving land and to navigate through small gaps between two or more objects.

	Interoperability / Regulatory / Standardization Required
	[yes/no]
	Interoperability: No
Regulation: Yes
Standardization: No
	We assume a proprietary implementation per car OEM.
Regulation is needed, since authorities may need to specify e.g., maximum speed, minimum accuracy etc. 

	Tele-Operated Driving Support: Remote driving instructions

	SLR Title
	SLR Unit
	SLR Value
	Explanations/Reasoning/Background

	Range
	[m]
	10000
	Assuming V2N: Communication range within the coverage of a macro cell. 

	Information requested/generated
	Quality of information / Information needs 
	From HV to Remote Driver: 60Mbps (Video Streaming)
Or 
From HV to Remote Driver: Optional: 64Mbps (if Video streaming and Object information is sent)

From Remote Driver to HV: Up to 1000 bytes per message (up to 400 kbps) (Commands from Remote Driver)
or
From Remote Driver to HV: Up to 25 kbps (Path from Remote Driver)
	 From HV to Remote Driver:15-29Mbps are needed for a progressive high definition video/camera .Four cameras are needed (one for each side): 4*15=60Mbps 

From HV to Remote Driver (Optional):  Sensor data (interpreted objects) are also provided from the HV to the parking remote drive We can assume 1 kB / Object / 100 ms. So if we assume 50 Objects per we end up with 4 MBit/s.


From Remote Driver to HV: The size of command messages, e.g., a) turn steering wheel, direction, angle, .. b) apply the brake, brake pressure, etc including appropriate security headers. The command messages will be sent every 20ms (maximum 50 messages per second).

From Remote Driver to HV: The data of provided paths are several kbps (e..g., 100 points and 32 bytes for each point).

	Service Level Latency
	[ms]
	From HV to Remote Driver: 100 (TBC)
From Remote Driver to HV: 200
	From Remote Driver to HV: With only the instructions to be transmitted from remote driver to the HV, latency requirements are more relaxed.

	Service Level Reliability
	
	From HV to Remote Driver: 99% (TBC)
From Remote Driver to HV: 99.999% (Very high)
	From Remote Driver to HV: The transmission of commands or paths from the remote driver require high level of reliability, since this affects the safe and efficient operation of the AV. In addition the video streams and/or sensor information that should be also sent with high reliability to make sure that the Remote Driver has the correct(current) view of the surroundings

	Velocity
	[m/s]
	2.78
	<10 km/h is the maximum considered speed that Remote driving instructions need to be provided due to a situation of high uncertainty.

	Vehicle Density
	[vehicle/km^2]
	10
	Vehicle density reflects number of HVs. Many more RVs could be present.

	Positioning Accuracy
	[m]
	0.1
	A positioning accuracy is needed that allows for navigating around objects blocking parts of the driving land and to navigate through small gaps between two or more objects.

	Interoperability / Regulatory / Standardization Required
	[yes/no]
	Interoperability: No
Regulation: Yes
Standardization: No
	We assume a proprietary implementation per car OEM.
Regulation is needed, since authorities may need to specify e.g., maximum speed, minimum accuracy etc.  
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	Use Case Name
	Tele-operated Driving for Automated Parking

	User story #1
	Tele-operated Driving for Automated Parking: Remote driving Paths
When a vehicle arrives at its destination parking area, the driver leaves the vehicle and the vehicle is parked by a remote driver located in a teleoperation centre.

	Category
	Convenience, Autonomous Driving, Traffic Efficiency and Environmental friendliness

	Road Environment
	Parking area (indoor or outdoor)

	Short Description 
	· A vehicle arrives at its destination parking area.
· The vehicle is taken over by the parking remote driver.
· The vehicle is parked into the destination parking space by parking remote driver.

	Actors
	Vehicle, Parking Remote Driver, Parking Management System

	Vehicle Roles
	Host Vehicle (HV) represents the parking vehicle that is remotely driven.

	Road & Roadside Infrastructure Roles
	None

	Other Actors’ Roles
	· Parking Remote Driver constructs an accurate surroundings environment model of  the HV through the information received from Parking Management System and HV (e.g. vehicle sensors, video streams), and provide the driving paths and/or manoeuvre instructions for the HV.
· The Parking Management System shall provide high definition map inside the parking area, and sensor information inside the parking area.

	Goal
	Enable the parking of the HV through remote driving without presence of the passengers. 

	Needs
	The HV shall receive and apply the driving path from the parking remote driver and shall use this for autonomously driving to the parking lot.

	Constraints / Presumptions 
	The HV provides the infrastructure and data to enable remote driving functionality.
The Parking Management System provides the data to identify free parking slots and their location.

	Geographic Scope
	Anywhere.

	Illustrations 
	[image: ]

	Pre-Conditions
	· The parking remote driver can construct an accurate surroundings environment model based on information received from Parking Management System and HV.
· HV shall enable high accuracy positioning. 
· HV vehicle must be able to autonomously driver based on the provided path.
· Authenticated and secure communication is provided between HV, parking remote driver and Parking Management System.

	Main Event Flow
	· The HV arrives in the “Pick up/Drop off” area  and requests an automated remote parking service by the parking remote driver.
· The parking remote driver constructs the surroundings environment model using information provided by the HV (e.g., sensors’ data, type of vehicle) and Parking Management System (e.g., sensors inside the parking area and the high definition map inside the parking area) identifies the appropriate parking spot 
· The parking remoter driver estimates the driving path for the available parking slot and sends the driving path to HV.
· The HV receives the executes the driving path instructions from parking remote driver according to onboard security checks.
· The HV provides updated information about its location, status and sensors’ information to the parking remote driver. The latter monitors the route of the HV and adapts the path of the HV if needed according to HV’s or Parking Management System feedback.

	Alternative Event Flow
	None

	Post-Conditions
	The HV has reached its destination and it is successfully parked to the destination parking place. The remote parking service ends.

	Service Level Requirements
	· Service Level Latency
· Service Level Reliability
· Information requested/ generated
· Velocity
· Vehicle Density
· Positioning Accuracy

	Information Requirements  
	· High definition map inside the parking area.
· Positioning Information.
· HV information (e.g., type, size).
· Video streams 
· HV’s path
· HV’s manoeuvre instructions (steering wheel, acceleration and brake pedal inputs)Car sensor data (radar, lidar …)



	User Story
	Detailed description, specifics and main differences to the user story in the main template

	User Story Title #2
Tele-operated Driving for Automated Parking: Remote Steering
	User Story: 

	In this user story the parking remote driver (human or machine) undertakes the full control of the HV. Based, on HV’s sensor information (e.g., LIDAR, RADARs), HV’s status and video streaming the parking remote driver builds the model of surroundings and manoeuvre instructions (e.g., steering wheel, speed, acceleration) are sent for the route to the destination parking position.

	
	Main Event Flow
	· The HV arrives in the “Pick up/Drop off” area  and requests an automated remote parking service by the parking remote driver.
· The HV transmits to the parking remote driver vehicles’ sensor information, status and high definition video streaming. 
· The parking remote driver constructs the model of surroundings, using also the Parking Management System information, if available, to identify the appropriate parking spot. Taking into account the destination point selects the manoeuvre instructions.
· The parking remote drive transmits periodically to the HV the manoeuvre instructions (e.g., steering wheel, speed, acceleration). 
· The HV executes the driving commands received from the parking remote driver, according to the on-board security checks.
· Feedback is sent from the HV to the parking remote driver by the execution of the maneuver.



	Tele-operated Driving for Automated Parking: Remote driving Paths

	SLR Title
	SLR Unit
	SLR Value
	Explanations/Reasoning/Background

	Range
	[m]
	Not applicable
	Depends on the new or alternative definition of range. In principle, the use case is applicable in the network service provider coverage area.  

	Information requested/ generated
	Quality of information / Information needs 
	From HV to Remote Driver: 4 Mbps (Reporting from HV to Parking Remote Driver)

From Remote Driver to HV: Up to 25 kbps bytes (Path sent from Parking Remote Driver)
	From HV to Remote Driver: Sensor data(interpreted objects) provided from the HV to the parking remote drive We can assume 1 kB / Object / 100 ms. So if we assume 50 Objects per we end up with 4 MBit/s.


From Remote Driver to HV: The size of driving trajectory for the available parking slot sent from Parking remote drive.The data of trajectories are several kBytes and the trajectory is only sent once. (e..g., 100 points and 32 bytes for each point) 


	Service Level Latency
	[ms]
	From HV to Remote Driver  and From Remote Driver to HV: 100
	From Remote Driver to HV: With only the trajectories to be transmitted from parking remote driver to the HV, latency requirements are more relaxed. If we drive 20km/s we will have 0.5 m between 2 commands.

	Service Level Reliability
	
	From HV to Remote Driver  and From Remote Driver to HV: 99.999% (Very high)
	From Remote Driver to HV:  The transmission of commands or trajectories from the remote driver require very high level of reliability, since this affects the safe and efficient operation of the AV. In addition the video streams and/or sensor information that should be also sent with high reliability to make sure that the Parking Remote Driver has the correct (current) view of the surroundings.

	Velocity
	[m/s]
	5.5
	<20 km/h is the maximum considered speed inside the parking area.

	Vehicle Density
	[vehicle/km^2]
	100
	The number of vehicles that need to be remotely driven in the same area. If we would assume a number of 5% - 10% of the parking spaces for the number of remote driving vehicles we would end up for a big parking area (1000 vehicles) with about 50 – 100.

	Positioning Accuracy
	[m]
	0.1
	A positioning accuracy is needed that allows for navigating around objects blocking parts of the driving land and to navigate through small gaps between two or more objects.

	Interoperability / Regulatory / Standardization Required
	[yes/no]
	Interoperability: yes
Regulation: Yes
Standardization: yes
	Regulation is needed, since authorities may need to specify e.g., maximum speed, minimum accuracy etc.  Inter-operability and Standardization is also needed since vehicles from different OEMs will be supported by the Remote Parking service. 

	Tele-operated Driving for Automated Parking: Remote Steering

	SLR Title
	SLR Unit
	SLR Value
	Explanations/Reasoning/Background

	Range
	[m]
	Not applicable
	Depends on the new or alternative definition of range. In principle, the use case is applicable in the network service provider coverage area.  

	Information requested/generated
	Quality of information / Information needs 
	From HV to Remote Driver: 60Mbps (Video Streaming) 
Or 
From HV to Remote Driver (Optional): 64Mbps (if Video streaming and Object information is sent)

From Remote Driver to HV: Up to 1000 bytes per message (up to 400 kbps) (Commands from Remote Driver)
	From HV to Remote Driver: 15-29Mbps are needed for a progressive high definition video/camera .Four cameras are needed (one for each side): 4*15=60Mbps 

From HV to Remote Driver (Optional):  Sensor data (interpreted objects) are also provided from the HV to the parking remote drive We can assume 1 kB / Object / 100 ms. So if we assume 50 Objects per we end up with 4 MBit/s.



From Remote Driver to HV: For the steering commands we assume that we sent e.g., torque values for brake/acceleration and steering. The command messages will be sent every 20ms (maximum 50 messages per second).

	Service Level Latency
	[ms]
	From HV to Remote Driver: 100 (TBC)
From Remote Driver to HV: 20 (TBC)
	From Remote Driver to HV: Depends on the reaction time that is needed and which is directly related to the maximum driving speed that is allowed. For a speed of 20 km/h, the HV will move 0.14 m within 20ms. Higher latency is not recommended for a parking area, where the distance of the vehicles and/or objects is short.

	Service Level Reliability
	
	From HV to Remote Driver: 99% (TBC)
From Remote Driver to HV: 99.999% (Very high)
	From Remote Driver to HV: The transmission of commands or trajectories from the remote driver require very high level of reliability, since this affects the safe and efficient operation of the AV. In addition the video streams and/or sensor information that should be also sent with high reliability to make sure that the Parking Remote Driver has the correct (current) view of the surroundings.

	Velocity
	[m/s]
	5.5
	<20 km/h is the maximum considered speed in a parking area.

	Vehicle Density
	[vehicle/km^2]
	100
	The number of vehicles that need to be remotely driven in the same area. If we would assume a number of 5% - 10% of the parking spaces for the number of remote driving vehicles we would end up for a big parking area (1000 vehicles) with about 50 – 100.

	Positioning Accuracy
	[m]
	0.1
	A positioning accuracy is needed that allows for navigating around objects blocking parts of the driving land and to navigate through small gaps between two or more objects.

	Interoperability / Regulatory / Standardization Required
	[yes/no]
	Interoperability: yes
Regulation: Yes
Standardization: yes
	Regulation is needed, since authorities may need to specify e.g., maximum speed, minimum accuracy etc.  Inter-operability and Standardization is also needed since vehicles from different OEMs will be supported by the Remote Parking service.
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	Use Case Name
	Obstructed View Assist

	Category
	Safety

	Road Environment
	Intersections, e.g. in rural and urban environments

	Short Description 
	HV is provided an alternate when faced with an obstructed view.

	Actors
	CCTV cameras (for User story 1 only), Host Vehicle (HV), Remote Vehicles (for User story 2 only)

	Vehicle Roles
	HV represents the vehicle with an obstructed view.
In user story 2, remote vehicles provide a video stream to support HV.

	Roadside Infrastructure Roles
	Surveillance cameras provide alternate views where installed.

	Other Actors’ Roles
	n/a

	Goal
	Provide HV with an alternate view of the obstructed road segments.

	Needs
	HV needs an un-obstructed view where an obstructed view prohibits HV from proceeding safely. This view can be provided by CCTV (user story 1) or other cars (user story 2)

	Constraints / Presumptions 
	Surveillance cameras (and cars, for user story 2) can share video.

	Geographic Scope
	Global

	Illustrations 
	[image: ]
[image: ]

	Pre-Conditions
	· HV is stopping because of an obstructed view.
· The “Forward View” scenario application zone is determined from:
· HV’s location 
· HV’s intention to proceed forward
· lane designations and geometry
· The “Rear View” scenario application zone is determined from:
· HV’s location 
· HV’s intention to proceed in reverse
· lane designations and geometry 

	Main Event Flow
	· HV intends to proceed (forward or backwards)
· HV queries video stream providing entities within the “Forward/Rear View” scenario application zone.
· HV selects suitable entities and requests a video stream
· An entity that is capable of providing a video stream sends it to the HV

	Alternative Event Flow 
	· 

	Post-Conditions
	· A video stream is provided to HV, circumventing the obstructed view from the HV perspective.

	Information Requirements  
	· HV’s location.
· Surveillance camera’s location and vector.
· Surveillance camera video stream.



	User Story
	Detailed description and specifics

	User Story #1
	HV faces an obstacle obstructing its view while being on a road, at an intersection, sidewalk, parking lot or driveway. 
It queries entities in its vicinity being capable of providing a video stream that extends HV’s view, making it possible to see around/behind the obstacle. 
One or several CCTV cameras with communication abilities are installed and respond to the query (possibly along other entities), providing their position, heading vector, available bandwidth, and possibly other values. 
HV requires a video stream from one or several CCTV cameras. 
The (one or more) CCTV cameras send their real-time video stream to the HV.

	User Story #2
	HV faces an obstacle obstructing its view while being on a road, at an intersection, sidewalk, parking lot or driveway. 
It queries entities in its vicinity being capable of providing a video stream that extends HV’s view, making it possible to see around/behind the obstacle. 
No CCTV camera, but other vehicles respond to the query, stating position, heading angle, velocity, available bandwidth for video stream communication, and possibly other values. 
HV requires video stream from one or several vehicles.
The vehicles send the video stream to the HV.



	User Story #1 (Provision of video stream via CCTV)

	SLR
	SLR Title
	SLR Unit
	SLR Value
	Explanations/Reasoning/Background

	
	Range
	[m]
	100
	The communication range required between cameras and vehicle. For big intersections in metropolitan environments, cameras might still be rather far away, thus a minimum range of around 100 m is recommended.

	
	Information requested/ generated
	Quality of information / Information needs 
	15 Mbps
	Video Streaming.:
15 Mbps are needed to transmit a progressive high definition video signal with resolution 1280x720, frame rate 30 Hz, colour depth 8 bit, 24 bit resolution, subsampling 4:2:2 and a typical compression of 1:30 (e.g. with H.264).

	
	Service Level Latency
	[ms]
	50
	This value represents the end-to-end communication latency, without any application-layer processing like coding, decoding, etc. 
This latency should be kept, lower values would enhance the experience for users and would provide safety improvements 

	
	Service Level Reliability
	
	99 % 
	Reliability of 99% at the communication layer for video frames is needed to avoid massive artefacts that may lead to degradation of video quality for assisted driving. The video will support the decision of the driver to perform a certain manoeuvre and should thus be provided in a quality high enough to support that.

	
	Velocity
	[m/s]
	2.8
	The cameras are stationary, the velocity of the HV will be slow. If obstructed view is handled before a complete stop, then velocities of the HV might still be in the range of 10 km/h. 

	
	Vehicle Density
	[vehicle/km^2]
	10000
	Obstructed view might happen in dense metropolitan areas with a lot of vehicles around. 

	
	Positioning Accuracy
	[m]
	2
	The position of the HV does not need to be too accurate, as long as it can be determined which camera(s) should provide a video stream to get best advantages out of the use case. 

	
	Interoperability / Regulatory / Standardization Required
	[yes/no]
	Interoperability:
No (between OEMs)
Regulation: 
Yes
Standardization:
Yes
	Interoperability between different OEMs is not needed, since only I2V communication is happening.
Regulation and standardisation is needed, since a common video format, coding/decoding scheme, etc. should be used by all vehicles and cameras.  

	General SLR
	#
	Service Level Requirement
	Explanations/Reasoning/Background

	
	1
	HV needs to be able to query information about available entities able to provide a video stream.
	In case such information is broadcast periodically, HV needs to be able to receive and decode respective messages. In case such information is actively probed, HV needs to support respective mechanisms.

	
	2
	Cameras need to be able to provide information about position, vector, available bandwidth, etc.
	This is essential in order to be able to respond to the HV’s query. Can be provided via periodic broadcast or as response to active probing by the HV. 

	
	3
	Cameras need to receive and process the HV’s request to send a video stream.
	This is needed in order to know when to share and when not to share a video stream with the HV.

	User Story #2 (Provision of video stream via RVs)

	SLR
	SLR Title
	SLR Unit
	SLR Value
	Explanations/Reasoning/Background

	
	Range
	[m]
	200
	The communication range required between HV and other vehicle. Suitable RVs will in most cases be moving towards the HV, so a higher communication range is recommended in order to provide enough safety margin to make use of the RVs detected (avoiding the case where they already passed the spot where a video stream might be helpful for the HV)

	
	Information requested/ generated
	Quality of information / Information needs 
	15 Mbps
	Video Streaming.:
15 Mbps are needed to transmit a progressive high definition video signal with resolution 1280x720, frame rate 30 Hz, colour depth 8 bit, 24 bit resolution, subsampling 4:2:2 and a typical compression of 1:30 (e.g. with H.264).

	
	Service Level Latency
	[ms]
	50
	This value represents the end-to-end communication latency, without any application-layer processing like coding, decoding, etc. 
This latency should be kept, lower values would enhance the experience for users and would provide safety improvements 

	
	Service Level Reliability
	
	99 % 
	Reliability of 99% at the communication layer for video frames is needed to avoid massive artefacts that may lead to degradation of video quality for assisted driving. The video will support the decision of the driver to perform a certain manoeuvre and should thus be provided in a quality high enough to support that.

	
	Velocity
	[m/s]
	27.8
	The velocity of the HV will be slow. If obstructed view is handled before a complete stop, then velocities of the HV might still be in the range of 10 km/h. The RVs might be driving at normal speed (for all roads except highways), so a max expected speed of 100 km/h seems reasonable. 

	
	Vehicle Density
	[vehicle/km^2]
	10000
	Obstructed view might happen in dense metropolitan areas with a lot of vehicles around. 

	
	Positioning Accuracy
	[m]
	1.5 (99.8%)
	Requirement driven by positioning accuracy for RVs. Here, a lane-level resolution might be needed in order to be able to determine which RVs are most suitable for video stream provision.

	
	Interoperability / Regulatory / Standardization Required
	[yes/no]
	Interoperability:
Yes
Regulation: 
Yes
Standardization:
Yes
	Interoperability is needed between HV and RVs to understand query, response, and demand for video stream, respectively. 
Regulation and standardisation is needed, since a common video format, coding/decoding scheme, etc. should be used by all vehicles.  

	General SLR
	#
	Service Level Requirement
	Explanations/Reasoning/Background

	
	1
	HV needs to be able to query information about available entities able to provide a video stream.
	In case such information is broadcast periodically, HV needs to be able to receive and decode respective messages. In case such information is actively probed, HV needs to support respective mechanisms.
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	Use Case Name
	Infrastructure assisted environment perception: data distribution about objects on the road in form of object lists or occupancy grids.

	User story
	When an automated vehicle enters a section of the road that is covered by infrastructure sensors it enrols to receive information from the infrastructure containing environment data of dynamic and static objects on the road. This data is used to increase the trust level of the cars own sensor observations and extends its viewing range.

	Category
	Safety, Advanced Driving Assistance, Convenience

	Road environment
	Urban | Highway | Intersection

	Short Description 
	An automated driving vehicle can subscribe to an infrastructure service that provides enhanced environment information regarding dynamic and static objects on the road. The vehicle is then authenticated and enabled to receive authorized information from the local road environment. The distributed data contain frequent (e.g. every 100ms) updates of the local road segment. It also contains rolling ID’s for each vehicle with information such as location, speed, direction and size. The ID allows each vehicle to identify itself quickly in the map and transform the data into a view from its ego position. This data is then fused into the car’s own Automated Driving stack. This fulfils two purposes: 1.) the trust level of the cars own sensor observations will be increased by adding an independent source. 2.) The cars view of the road is enhanced to the front and back enabling a smoother and more foresightful driving experience.

	Actors
	Vehicle, Road & Roadside Infrastructure

	Vehicle roles
	Host Vehicle (HV) represents the vehicle consuming the environment data.
Remote Vehicles (RV) represents other neighboring vehicles that are represented as mainly moving (or static) objects in the environment data.

	Road & Roadside Infrastructure
	· (Mandatory) different types of sensors (radar, LIDAR, cameras) provide a complete picture of the dynamic road conditions
· Roads are defined by their lane designations and geometry.
· Traffic signs provide laws, guidelines and timely information.

	Other Actors’ roles
	N.A.

	Goal
	Increase trust in HV’s sensor perception data and enhance the viewing range that can be limited or obstructed by other vehicles, road bends or dips, intersections or sensors inherent range. 

	Needs
	The HV needs to receive and fuse the received environment data with its own sensor data to improve the reliability on the situation awareness.

	Constraints/ Presumptions 
	· The road infrastructure provides the sensor infrastructure, data and processing capabilities to perform sensor data fusion and communicate the results in real time.
· The HV is authorized and can enroll in the service provided by the road infrastructure.
· HV and road infrastructure can establish a secure communication link 
· HV and road infrastructure shall be able to mutually authenticate
· HV has implemented a flexible automated driving SW stack that enables fusion of perception data from external sources with the HV’s own perception data.

	Geographic Scope
	Locations with well developed city, road and traffic infrastructure.

	Illustrations 
	[image: ]

	Pre-Conditions
	· The road infrastructure has access to means that allow it to capture sensor data, process and fusion this data, store and send data to the HV and other vehicles in real-time
· The HV is equipped with on-board devices that provides means to receive and process data from the infrastructure
· The HV already has precise map data for road layout


	Main Event Flow
	· On entering the zone with infrastructure coverage HV and Infrastructure establish a communication link and perform an initial handshake to establish a secured communication link
· During the initial handshake basic technical capabilities of the HV are communicated to the infrastructure to be used for different services that the infrastructure provides
· As basic functionality the infrastructure’s sensors track all moving vehicles including the HV so its location is known.
· Infrastructure and vehicle agree on a secure communication scheme. For example, encryption keys can be employed to check the integrity of the messages or to prevent attackers posing as infrastructure either by itself or as man-in-the-middle-attack.
· The infrastructure enumerates available services to the HV
· The HV picks the Local Dynamic Map (LDM) data service
· Infrastructure and vehicle agree on an ID for the vehicle that will be used as identification inside the broadcasted environment data. For privacy reasons a rolling ID scheme is agreed.
· The vehicle starts participating to receive the environment data from the infrastructure.
· The HV merges external perception data with own data and optimizes its driving decisions.

	Post-Conditions
	· The HV has left the area of infrastructure support. 
· A signoff is performed and the car continues using its own sensors only. 

	Service-Level KPIs
	· Service Level Latency
· Service Level Reliability
· Information requested/ generated 
· Velocity
· Vehicle Density
· Positioning Accuracy
· Data frequency

	Information Requirements  
	· Infrastructure sensor data including video streams 
· Road conditions
· RVs’ status (e.g., location, dynamics etc)
· Lane designations and geometry
· HV’s status (location, speed etc)




	Use Case Name
	Infrastructure assisted environment perception: individual data transmission in form of trajectories or actuation commands

	User story
	As an extension to the first user story the vehicle can hand over more functionality to the infrastructure and receive driving trajectories directly from it. In this case the vehicle retains emergency sensing and acting capabilities. We envision such a scenario for enclosed compounds like airports or industrial campuses or for vehicles that follow the same route regularly like buses or shuttles. Each vehicle needs to obtain individual trajectories. The purpose of this user story is to reduce redundancy in sensing and compute, and better coordinate traffic flow in well-structured environments like highways, where direction is the same and speed is very similar. Single lanes like virtual bus lanes or platooning lanes can be equipped like this. It is even possible to combine the use case on data distribution about objects on the road and this use case on different lanes.

	Category
	Safety, Advanced Driving Assistance, Convenience

	Road environment
	Highway | Closed Compounds

	Short Description 
	When the automated vehicle enters a section of the road that is covered by Infrastructure sensors it enrols to receive trajectories from the infrastructure. This trajectory is updated in short time intervals (e.g. every 100 ms) invalidating the one before.  The received trajectory is directly injected into the automated driving stack at the planning stage. The car follows the received trajectory unless the car senses an obstacle using its remaining sensors which then leads to an emergency break.

	Actors
	Vehicle, Road & Roadside Infrastructure

	Vehicle roles
	Host Vehicle (HV) represents the vehicle consuming the environment data.
Remote Vehicles (RV) represents other neighboring vehicles. The received trajectories takes RV into account by either adjusting speed or avoiding them by steering maneuvers.

	Road & Roadside Infrastructure
	· (Mandatory) different types of sensors (radar, lidar, cameras) provide a complete picture of the dynamic road conditions
· Roads are defined by their lane designations and geometry.
· Traffic signs provide laws, guidelines and timely information.

	Other Actors’ roles
	N.A.

	Goal
	Guide vehicles along a trajectory calculated by the infrastructure.

	Needs
	The HV needs to use the received trajectory as sole input for the planning stage in automated driving and follow said trajectory.

	Constraints/ Presumptions 
	The infrastructure provides the sensor infrastructure, data and processing capabilities to perform sensor data fusion, create an environment model, based on that calculate individual trajectories and communicate the results in real time.

	Geographic Scope
	Locations with well-developed city and traffic infrastructure

	Illustrations 
	[image: ]

	Pre-Conditions
	· The road infrastructure has access to means that allow it to capture sensor data, process and fusion this data, calculate individual trajectories store and send data to the HV and other vehicles in real-time
· The HV is equipped with on-board devices that provides means to receive and process data from the infrastructure
· The HV already has precise map data for road layout
· The HV enables the reception of peer-to-peer messages from the infrastructure

	Main Event Flow
	· On entering the zone with infrastructure coverage HV and Infrastructure establish a communication link and perform an initial handshake to establish a secured communication link
· During the initial handshake basic technical capabilities of the HV are communicated to the infrastructure to be used for different services that the infrastructure provides
· As basic functionality the infrastructure’s sensors track all moving vehicles including the HV so its location is known.
· Infrastructure and vehicle agree on a secure communication scheme. For example, encryption keys can be employed to check the integrity of the messages or to prevent attackers posing as infrastructure either by itself or as man-in-the-middle-attack.
· The infrastructure enumerates available services to the HV
· The HV picks the trajectory data service
· Infrastructure and vehicle agree on an ID for the vehicle that will be used as identification for the trajectories. For privacy reasons a rolling ID scheme is agreed.
· Starting from the current location of the vehicle the infrastructure sends individual trajectories in regular intervals (e.g. 100 ms). A trajectory consists of a series of waypoints together with the velocities at each waypoint.
· Each new trajectory invalidates the previous one even if not all waypoints were passed by the vehicle. 
· The HV follows the provided trajectory while retaining a minimum environment sensing capability to enable emergency breaking manoeuvres. .

	Post-Conditions
	The HV has left the area of infrastructure support. A signoff is performed and the car continues using its own sensors only or a human driver takes over. 

	Service-Level KPIs
	· Service Level Latency
· Service Level Reliability
· Information requested/ generated 
· Data frequency
· Velocity
· Vehicle Density
· Positioning Accuracy

	Information Requirements  
	· Infrastructure sensor data including video streams 
· Road conditions
· RVs’ status (e.g., location, dynamics etc)
· Lane designations and geometry
· HV’s status (location, speed etc)
· HV’s trajectory



	Infrastructure assisted environment perception: data distribution about objects on the road in form of object lists or occupancy grids.

	SLR Title
	SLR Unit
	SLR Value
	Explanations/Reasoning/Background

	Range
	[m]
	 500 m
	Typical sensor range expected for one of several roadside infrastructure nodes.

	Information requested/ generated
	Quality of information / Information needs if driver is a machine
	From radar to local compute Unit for sensor fusion 40-160 kb/s
From cameras to local compute unit 40 – 120 Mb/s per camera (Video Streaming) 


From LIDAR sensors to local compute unit: 40Mbe/s pro sensor
From Infrastructure to HV 40 – 4000 kb/s




From edge to edge 40 – 4000 kb/s.
	Assuming radar sensors already generate object lists for observed vehicles then the required bandwidth depends on traffic density

The number of cameras needed depends on complexity of road including number of lanes. Each camera is separately connected to the edge computer. This assumes also H264 compression. Video pre-processing, detection and classification of objects by camera is compute-intensive Therefore connecting more than 2 cameras to a state-of-the-art server is currently unlikely.

Assuming each LIDAR sensor create point clouds and not object lists

Value depends on whether object lists or occupancy grid information is transmitted. Object lists can contain dynamic information about speed and direction. It also depends on how many objects are reported. 


Each edge node is responsible for a certain section of highway for example 1-2 km in length. Sensors on this section of the road are connected to at least one edge node which is then generating an environmental map for this 1-2 km road section. While vehicles travel on the highway they pass through different sections consecutively. Likewise the knowledge about these vehicles needs to travel from edge node to edge node. The first edge node transmits the information about all observed object to the next in line node. This node then starts to observe these relevant objects using its own sensors and needs to match these observations with the information it received from the previous edge node. This is necessary in order to continuously track and guide each vehicle. Therefore edge nodes need some form of wired or wireless connection to each other. The bandwidth requirement is similar to the one for edge to vehicle in the case of broadcasting the detected objects on the road.

	Service Level Latency
	[ms]
	From infrastructure to HV 100
	Total from sensor detection to Vehicle including sensor fusion on edge = 100ms
Depends on the reaction time that is needed and which is directly related to the maximum driving speed that is allowed. For instance in a speed of 50 km/h, the HV will move 0.27 m within 20ms.

	Service Level Reliability
	
	From sensors to edge compute node: 99% (TBC)
Infrastructure to HV: 99.99% (Very high)
	This is comparable to the sensor inside the car.

In this use case, the data provide is augmenting sensor data that the car can retrieve itself. Therefore, we assume a slightly relaxed requirement compared to user story 2. But we still regard this service as safety critical. If the infrastructure fails it must fail silently or provide quantitative data about the service degradation (e.g. position precision falls from 10 to 100 cm) 

	Velocity
	[m/s]
	70
	~250 km/h is the maximum relative speed between infrastructure and vehicles. Common assumptions of 500 km/h are not needed here since the infrastructure cannot move away from the vehicle.

	Vehicle Density
	[vehicle/km2]
	1,200 vehicles/ km2
@ 20km/h
A maximum or around 400 vehicles (200 in each direction), i.e. 2% of this density have the service provided to them.
	Around 200 vehicles will fit in 1km highway strip with three lanes for each direction. 
Assumptions:
· Lane width of 3m (for the two directions around 20m)
· Inter-vehicles distance required in traffic jam (max speed 20 km/h): 11 meters
· Average vehicle length of 4.5 m
· 3 crossing highways (bridges) 

	Positioning Accuracy
	[m]
	0.1
	A positioning accuracy is needed that allows for navigating around objects blocking parts of the driving land and to navigate through small gaps between two or more objects.

	Interoperability / Regulatory / Standardization Required
	[yes/no]
	Interoperability: Yes
Regulation: Yes

Standardization: Yes
	The same infrastructure needs to interact with all vehicle types.
Regulation is needed, since authorities may need to specify e.g., maximum speed, minimum accuracy etc. 



	Infrastructure assisted environment perception: individual data transmission in form of trajectories or actuation commands

	SLR Title
	SLR Unit
	SLR Value
	Explanations/Reasoning/Background

	Range
	[m]
	 500 m
	Typical sensor range expected for one of several roadside infrastructure nodes.

	Information requested/ generated
	Quality of information / Information needs 
	From radar to local compute Unit for sensor fusion 80-160 kb/s
From cameras to local compute unit 40 – 120 Mb/s per camera (Video Streaming) 


From LIDAR sensors to local compute unit: 40Mb/s pro sensor
From Infrastructure to HV 80 Mb/s




From edge to edge 400 – 4000 Kb/s.
	Assuming radar sensors already generate object lists for observed vehicles then the required bandwidth depends on traffic density

The number of cameras needed depends on complexity of road including number of lanes. Each camera is separately connected to the edge computer. This assumes also H264 compression. Video pre-processing, detection and classification of objects by camera is compute-intensive Therefore connecting more than 2 cameras to a state of the arte server is currently unlikely.

Assuming each LIDAR sensor create point clouds and not object lists

When transmitting trajectories assuming 10 waypoints plus velocity per trajectory one trajectory is 1664 Bytes in size. For instance when sending every 100ms to 500 cars this results in a bandwidth need of 8 MByte/s. 


Each edge node is responsible for a certain section of highway for example 1-2 km in length. Sensors on this section of the road are connected to at least one edge node which is then generating an environmental map for this 1-2 km road section. While vehicles travel on the highway they pass through different sections consecutively. Likewise the knowledge about these vehicles needs to travel from edge node to edge node. The first edge node transmits the information about all observed object to the next in line node. This node then starts to observe these relevant objects using its own sensors and needs to match these observations with the information it received from the previous edge node. This is necessary in order to continuously track and guide each vehicle. Therefore edge nodes need some form of wired or wireless connection to each other. The bandwidth requirement is similar to the one for edge to vehicle in the case of broadcasting the detected objects on the road. 

	Service Level Latency
	[ms]
	From infrastructure to HV 100
	Total from sensor detection to Vehicle including sensor fusion on edge = 100ms
Depends on the reaction time that is needed and which is directly related to the maximum driving speed that is allowed. For instance in a speed of 50 km/h, the HV will move 0.27 m within 20ms.

	Service Level Reliability
	
	From sensors to edge compute node: 99% (TBC)
Infrastructure to HV: 99.999% (Very high)
	This is comparable to the sensor inside the car.


The requirement here is very high since the HV is following the trajectory blindly.  

	Velocity
	[m/s]
	35
	~120 km/h is an average convenient speed for longer distance on the highway. Assuming dedicated lanes for this use case the infrastructure is basically coordinating all vehicles, all vehicles in those lanes are HV. Therefore it is comparable to platooning and danger of collision between HV is reduced.

	Vehicle Density
	[vehicle/km2]
	1,200 vehicles/ km2
@ 20km/h
A maximum or around 400 vehicles (200 in each direction), i.e. 2% of this density have the service provided to them.
	Around 200 vehicles will fit in 1km highway strip with three lanes for each direction. 
Assumptions:
· Lane width of 3m (for the two directions around 20m)
· Inter-vehicles distance required in traffic jam (max speed 20 km/h): 11 meters
· Average vehicle length of 4.5 m
· 3 crossing highways (bridges) 

	Positioning Accuracy
	[m]
	0.1
	A positioning accuracy is needed that allows for navigating around objects blocking parts of the driving land and to navigate through small gaps between two or more objects.

	Interoperability / Regulatory / Standardization Required
	[yes/no]
	Interoperability: Yes
Regulation: Yes

Standardization: Yes
	The same infrastructure needs to interact with all vehicle types.
Regulation is needed, since authorities may need to specify e.g., maximum speed, minimum accuracy etc. 
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