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1 Introduction

A new work item on “Support of Immersive Teleconferencing and Telepresence for Remote Terminals” (ITT4RT) as defined in SP-180985 was approved during SA#82 in Dec. 2018.
The objective of this Work Item is to specify VR support in MTSI in TS 26.114 [1] and IMS-based Telepresence in TS 26.223 [2] to enable support of an immersive experience for remote terminals joining teleconferencing and telepresence sessions. For MTSI, the work is expected to enable scenarios with two-way audio and one-way immersive video, e.g., a remote single user wearing an HMD participates to a conference will send audio and optionally 2D video (e.g., of a presentation, screen sharing and/or a capture of the user itself), but receives stereo or immersive voice/audio and immersive video captured by an omnidirectional camera in a conference room connected to a fixed network.

More specifically, this work item aims to conduct normative work in TS 26.114 and also in TS 26.223, toward specifying the following aspects for immersive video and immersive voice/audio support:

a) Recommendations of audio and video codec configurations (e.g., profile, level, and encoding constraints of IVAS, EVS, HEVC, AVC as applicable) to deliver high quality VR experiences

b) Constraints on media elementary streams and RTP encapsulation formats

c) Recommendations of SDP configurations for negotiating of immersive video and voice/audio capabilities. For immersive voice and audio considerations using IVAS, this is dependent on specification of the IVAS RTP payload format to be developed as part of the IVAS WI

d) An appropriate signalling mechanism, e.g., RTP/RTCP-based, for indication of viewport information to enable viewport-dependent media processing and delivery

The RTP payload format and SDP parameters to be developed under the IVAS WI will be considered to support use of the IVAS codec for immersive voice and audio. The RTP payload format and SDP parameters for HEVC will be considered to support immersive video.
For video codec(s), use of omnidirectional video specific Supplemental Enhancement Information (SEI) messages for carriage of metadata required for rendering of the omnidirectional video will be considered. Suitable video codec configurations for omnidirectional video specified in TS 26.118 as part of the VRStream Rel-15 work item will also be considered, subject to their applicability to the conversational service environment.

In case the IVAS codec cannot be finalized in the time frame of this work item, this work will provide only limited support for immersive voice/audio using the EVS codec based on multi-mono EVS coding, and in that case, full support for immersive voice/audio will be added subsequently when the IVAS codec is available as a separate work item.

Note that it is envisioned that work outside this work item will address suitable acoustic requirements in sending and receiving, considering stereo/immersive audio is not supported by current acoustic tests in TS 26.131 and TS 26.132, and taking into account objective requirements defined in TS 26.260.
This permanent document addresses the requirements, working assumptions and potential solution aspects for this Work Item.

2 Main Use Case

[Ed. Note: Could include potential use-case-specific requirements.]
[Ed. Note: The following use case related aspects were agreed in principle at SA4#102, and were expected to be formulated as use case descriptions in the future:

1) Multiple single-user participants are allowed. Communications between the single users can be conventional MTSI/Telepresence communications. MMCMH could be used, and if that is used, then media data can be transmitted in separate media streams, and the layout of different participants is up to the client application/implementation.

2) One 360 camera per location in multi-party conference scenarios involving multiple physical locations are allowed.
3) Both in-camera stitching and network-based stitching are allowed.]
A group of colleagues are having a meeting in conference room A (see Figure 1). The room consists of a conference table (for physically present participants), a 360-degree camera
, and a view screen. Two of their colleagues, Bonnie (B) and Clyde (C) are travelling and join the meeting through a conference call. 

· Participants in conference room A use the screen to display a shared presentation and/or video streams coming from Bonnie and Clyde. 

· Bonnie joins the conference from her home using a Head Mounted Display (HMD) and a camera that captures her video. She has a 360-degree view of the conference room. 
· Clyde joins the conference from the airport using his mobile phone. He also has a 360-degree view of the conference room on his mobile screen and uses his mobile camera for capturing his own video.

Both Bonnie and Clyde can see the screen in the conference room as part of the 360-degree video. They also have the option to bring into focus(( any of the incoming video streams (presentation or the other remote participant’s camera feed) using their own display devices. The manner in which this focused stream is displayed is a function of their display device and is not covered in this use case. 

Within the 3GPP MTSI TS 26.114 [1] and Telepresence TS 26.223 [2] specifications, the above use case can be realized in two possible configurations, which are explained below. The participants are referred to as A, B and C from here onwards. 

In the first scenario, shown in Figure 2.1, the call is set up without the support of any media-aware network elements. Both remote participants, B and C, send information about their viewport orientation to A, which in turn sends them a viewport-dependent video stream from the omnidirectional camera. 

[image: image1.png]360-degree Video 360-degree Video

Viewport- Viewport-
Dependent Dependent
onversat- Conversat-~
jonal ional
ANV AN C
p @

. Viewport Information .




Figure 2.1 - 360-degree conference call
In the second scenario, the call is setup using a network function, which may be performed by either a Media Resource Function (MRF) [1] or a Media Control Unit (MCU) [2]. In this case, the MRF/MCU receives a viewport-independent stream from A. Both B and C, send viewport orientation information to the MRF/MCU and receive viewport-dependent streams from it. Figure 2.2 illustrates the scenario. The A/V channel for conversational non-immersive content also flows through the MRF/MCU in the figure. However, it should be possible to maintain this channel directly between the conference call participants.  

[image: image2.png]C

Viewport- dependent Viewport- dependent

360 Video
Viewport- Conversational
Independent ANV
360 Video 360 Video
oz
. ]

P L@ e
g < Conversational A/V > E < Conversational A/V > ER

Viewport Information Viewport Information




Figure 2.2 - A 360-degree conference call via MRF/MCU

The use case aims to enable immersive experience for remote terminals joining teleconferencing and telepresence sessions, with two-way audio and one-way immersive video, e.g., a remote single user wearing an HMD participates to a conference will send audio and optionally 2D video (e.g., of a presentation, screen sharing and/or a capture of the user itself), but receives stereo or immersive voice/audio and immersive video captured by an omnidirectional camera in a conference room connected to a fixed network. Furthermore, 

1) Multiple single-user participants are allowed. Communications between the single users can be conventional MTSI/Telepresence communications. MSMTSI could be used, and if that is used, then media data can be transmitted in separate media streams, and the layout of different participants is up to the client application/implementation.

2) One 360 camera per location in multi-party conference scenarios involving multiple physical locations are allowed.
3) Both in-camera stitching and network-based stitching are allowed. In case of camera stitching, stitched immersive video is sent from the conference room to the conferencing server (e.g., MSMTSI MRF or any other media gateway) and then from the conferencing server to the remote participants. If this is a one-to-one conversational session between the conferencing room and the remote participant, a media gateway in the middle may not be necessary. In case of network-based stitching, different 2D captures are sent from the conference room to the conferencing server and the conferencing server performs decoding, stitching, and re-encoding to produce the immersive video, which is then distributed to the remote participants. 

Privacy is also expected to be enabled as part of this use case. For instance, two users attending the conference may wish to talk privately and do not want to be heard by others. In this case, the metadata on the audio information exchanged between these two users should not be transmitted to others, and the content of their conversation should be protected and only be fully rendered on their devices. Others may know that these users are interacting but would not be able to hear the specific content.
A special variation of this use case is when the 360 camera capture occurs not in a conference room but on a user device. [Requirements associated with this variation are TBD.]

3 Use Case Extensions

3.1 Viewport sharing among remote participants
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Figure 3.1 Viewport sharing between remote participants w/o MRF/MCU

Figure 3.1 illustrates viewport sharing capability added to the above use case. When B is presenting to the conference or B is communicating with C, C may be interested in B’s focus or her 360-degree viewport, especially when B is interacting with anything or anyone in room A. In such case, C would request to follow B’s viewport. Upon permission from B, C may follow B’s viewport on his own display device regardless of C’s orientation. In this scenario, room A may multicast viewport dependent stream with embedded recommended viewport metadata to both B and C. C’s device will follow recommended viewport metadata and playback the same viewport presented to B.

[image: image4.png]Conversational A/V

Viewportinformation

Viewport-dependent
video for C

Viewport sharing

[

Viewport-dependent
video for B

woneuLoju wodADIA





Figure 3.2 Viewport sharing between remote participants w/ MRF/MCU

Figure 3.2 shows the second scenario where the call is setup using a MRF or MCU. The MRF/MCU may receive C’s viewport sharing request and check B’s permission for such request. Once B’s permission is confirmed, MRF/MCU may forward the viewport dependent stream with recommended viewport metadata embedded to C. C’s device will follow recommended viewport metadata and playback the same viewport presented to B.

Viewport sharing feature may require capability of party A or MRF/MCU to forward B’s viewport-dependent video stream to C after request/response signalling exchange, and embed the recommended viewport metadata into the stream.

EDITOR’S NOTE: Impact of motion sickness from viewport sharing is to be investigated

3.2 Viewport-dependent stream for display device
Participants in conference room A may have their own display device (HMD, AR glass or mobile phone) to receive a 360-degree video stream (viewport independent or dependent stream) from room A, or conversational video from remote participant B or C. For a large conferencing room, some participants may not sit close to the view screen or other participants he or she would like to communicate, a display device may offer high quality view of room A regardless where the participant sits. A viewport-independent or viewport dependent 360-video stream may send to participant’s display device.
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Figure 3.3 Proposed viewport sharing use case w/o MRF/MCU

Figure 3.3 shows the first scenario, the call is setup without the support of a MRF or MCU. B and C send viewing orientation information to A and receive corresponding viewport-dependent streams from the omnidirectional camera. For the participants with their own display device, the display device may receive 360-degree viewport-independent video from omnidirectional camera, or viewport-dependent video stream by sending orientation information to A. 

[image: image6.png]e

360-degre

video

ool

A3
vevwolic
\iy
2

N
Room\A 3

gree
adent video

Re

adll

now/n

e

viewport. ae\pei\dfnt video
A
¥

Conversational A/V
—

video for C

Viewport-dependent
video for B

uonEuoj odwDIA

C——
F ksl |

s |

euos ianuoy

Viewport sharing




Figure 3.4 Proposed viewport sharing use case via MRF/MCU

Figure 3.4 shows a second scenario, the call is setup using a MEF or MCU. In this case, the viewport dependent streaming may be handled by MRF or MCU. For the participants with their own  display device, the display device may receive 360-degree viewport-independent video from omnidirectional camera, or viewport-dependent video by sending orientation information to MRF/MCU.
3.3 Viewport sharing for second display device
When a remote participant B or C is presenting or communicate to the room A, participants in room A with their own display device may be interested in B or C’s focus or interaction on specific viewport of 360-degree video captured by omnidirectional camera, these participants may request to follow B or C’s viewport and receive the same viewport-dependent stream sending to B or C.
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Figure 3.5 Viewport sharing to second display w/o MRF/MCU
Figure 3.5 shows the first scenario, the call is setup without MEF or MCU. Participants in room A with their own display device may like to follow B’s viewport, participant sends the request to B and is authorized by B. The viewport-dependent video for B is then played back on authorized participant display device with embedded viewport information, the display device would follow embedded viewport information to render the viewport regardless participant’s orientation.
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Figure 3.6 Proposed viewport sharing use case via MRF/MCU

Figure 3.6 shows a second scenario, the call is setup using a MEF or MCU. In this case, the viewport sharing request may be handled by MRF or MCU, MRF or MCU receive the request from participants and confirm the authorization from B. MRF or MCU then sends viewport-dependent video streams with embedded recommended viewport metadata to B and her followers in room A. 

3.4 Separate stream for presentation content

John (a participant in conference room A) shares his current computer screen to present his work. This presentation audio/video stream is displayed in the conference room A, but also broadcasted to all other remote participants (in other conference rooms and for the VR users). While john is still presenting Alice (who is also in the conference room A) adds her screen to be shared with supportive materials for John’s presentation, resulting into two streams being displayed in the room and broadcasted to all other remote participants.
[3.4.1 Comments and questions

Sharing the presentation as a separate stream seems logical as it aligns to current video conferencing paradigms. The main question here is can this follow the conventional MTSI/Telepresence communications architecture or are additions necessary. E.g. is it envisioned that this stream is over-layed in the 360-degree image or displayed in parallel.]
[3.5 Room to room connection

Another conference room B joins the session. While both rooms and remote users are connected users can freely communicate and follow a common presentation (broadcasted by John). Each room displays the other room on a dedicated screen (either as a full 360 video, or a cut-out based on the current speaker or manual viewport selection.

3.5.1 Comments and questions

Does a room to room connection follow the same principle as a VR user? Is there more functionality needed in the network for audio and video orchestration (e.g. spatial mapping) or is it simply a problem of transferring the streams and rendering into an end device / room dependent layout?]
[3.6
End device limitations of multiple streams

More participants join the conference call (conference room B, User C, User D), resulting into a total conference of two rooms, 4 remote users and two presentation streams. Clyde who joined the conference from his mobile phone from the airport now gets a prerendered video of the conference with the most relevant visual information. This is a network function which transcodes and merges different streams according the requirements of the end device (e.g. manual selection of streams, dominant speaker paradigm or viewing direction).
3.6.1 Comments and questions

After a certain number of streams even a modern phone might struggle in the encoding and rendering of multiple video streams. This is simply forwarding all streams of all users, room (as full or viewport adapted streams) and presentations and only leaving it for the client to decode and render to a suitable layout might not be enough to fulfil the limitations and restrictions of a given mobile device. Thus, we can envision network-based media processing (e.g. NBMP) e.g. in the MRF/MCU to assist such mobile end devices and reduce the processing load on end-device, in order to cope with its limitations and in order to increase battery life. However how such a network-based processing should be addressed in 3GPP requires more discussion, particularly in terms of metadata necessary.]
4 Requirements

· It is recommended that MTSI and IMS Telepresence endpoints support codec, protocol and transport capabilities relevant for encoding, delivery and consumption of immersive speech/audio and immersive video.

· Capability for the party that sends 360-degree video to send viewport-dependent and/or viewport-independent streams. 

· Timely delivery of the changes in viewport orientation from the remote participants, and appropriate low-delay actions to update the viewport-dependent streams. Any changes in viewport orientation should not lead to latency-prone signalling, such as SIP renegotiations. 
· A suitable coordinate system to be used as the standard way of communicating the orientation of the viewport. 
· Given possible end device limitations as well as potential constraints on the conference room equipment, network-based processing should be considered for media workloads involving both conference room and remote participants, e.g., stitching of captured streams from the conference room, media composition, transcoding and prerendering for the remote participant, etc.

· The following parameters need to be signalled in the SDP during call setup in addition to normal MTSI call signaling [1]. 
1. Initial viewport orientation. It is the default orientation from which to start the view at the receivers’ side.
2. Decoding/Rendering metadata, e.g., region-wise packing information, projection mapping information, frame packing information, etc. It is subject of discussion whether this information is signaled via SDP and/or within SEI messages with the media stream.
3. Capture Field-of-View (CFoV): as discussed during the definition of the use case, the system supports transmission of 360-degree video. However, the range of the FoV may be restricted in order to enhance user experience. The negotiation requires signaling the capture FoV of the capture device, and a response carrying the receiver’s preferred FoV (PFoV) depending on the remote UE, where the preferred FoV will be less than or equal to the captured FoV. 
4. Codec negotiation 
The high level signaling flows are depicted in Figure 4.1. The user C is not represented here for simplicity, but this is not a restriction for our reasoning. In this example MRF/MCU is not used.
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· Once the call has been established, remote parties (B or C) can send viewport orientation information using RTCP reports with yaw, pitch and roll data. These may be sent at fixed intervals or event-based, triggered by changes in viewport orientation. The most efficient RTCP reporting scheme for viewport orientation information is for further study. 
· Capability to support the interaction where all media types will be presented to certain users and a subset of the media types are presented to the others.
· Capability for the participant in room A with his or her own display device to receive a viewport independent or viewport dependent video from omnidirectional camera in room A. 

· Capability for the remote party to share a viewport dependent video stream with embedded viewport metadata to another remote participant.

· Capability for the participant in room A with his or her own display device to follow remote participant viewport presentation.
5 Architecture

TBD [Ed. Note: Could include call flows as appropriate.]

The current MTSI service architecture depicted in Figure 4.1 of TS 26.114 is applicable for immersive teleconferencing. No further architectural gaps are identified.

In terms of the reuse of existing MTSI functionality, the following may be observed:

1- For in-camera stitching, stitched immersive video is sent from the conferencing room to the conferencing server (e.g., MSMTSI MRF) or directly to the remote participant (e.g., one-to-one conversation) in one or more RTP streams (e.g., established via SDP). Multiple RTP streams may be used in case tile or sub-picture based delivery optimization is in use.

2- For network-based stitching, multiple RTP streams are established (e.g., via SDP, using MSMTSI) between the conferencing server and conference room, each of which carries a particular 2D capture. These RTP streams are then sent from the conference room to the conferencing server and the conferencing server performs decoding, stitching, and re-encoding to produce one or more RTP streams containing the immersive video, which are then distributed to the remote participants (e.g., again via MSMTSI). Multiple RTP streams may be used for the immersive video in case tile or sub-picture based delivery optimization is in use.
6 Potential Solutions
6.1
Potential Solutions for Immersive Video

Figure 6.1 provides an overview of a possible receiver architecture that reconstructs the spherical video in an MTSI or IMS Telepresence UE. Note that this figure does not represent an actual implementation, but a logical set of receiver functions. Based on one or more received RTP media streams, the UE parses, possibly decrypts and feeds the elementary stream to the HEVC decoder. The HEVC decoder obtains the decoder output signal, referred to as the "texture", as well as the decoder metadata. The Decoder Metadata contains the Supplemental Information Enhancement (SEI) messages, i.e., information carried in the omnidirectional video specific SEI messages, to be used in the rendering phase. In particular, the Decoder Metadata may be used by the Texture-to-Sphere Mapping function to generate a spherical video (or part thereof) based on the decoded output signal, i.e., the texture. The viewport is then generated from the spherical video signal (or part thereof) by taking into account the viewport position information from sensors, display characteristics as well as possibly other metadata such as initial viewport information.
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Figure 6.1 - Potential receiver architecture for VR support over MTSI and IMS Telepresence

For 360 degree video, the potential solutions can consider the following principles:
-
The RTP stream would contain an HEVC bitstream with omnidirectional video specific SEI messages. In particular, the omnidirectional video specific SEI messages as defined in ISO/IEC 23008-2 [3] may be present.

-
The video elementary stream(s) may be encoded following the requirements in the Omnidirectional Media Format (OMAF) specification ISO/IEC 23090-2 [4], clause 10.1.2.2.

Relevant SEI messages contained in the elementary stream(s) with decoder rendering metadata may include the following information as per ISO/IEC 23008-2 [3]:

-
Region-wise packing information, e.g., carrying region-wise packing format indication and also any coverage restrictions

-
Projection mapping information, indicating the projection format in use, e.g., Equi-rectangular projection (ERP) or Cubemap projection (CMP)

-
Padding, indicating whether there is padding or guard band in the packed picture

-
Frame packing arrangement, indicating the frame packing format for stereoscopic content

-
Content pre-rotation information, indicating the amount of sphere rotation, if any, applied to the sphere signal before projection and region-wise packing at the encoder side

The output signal, i.e., the decoded picture or "texture", is then rendered using the Decoder Metadata information contained in relevant SEI messages contained in the video elementary streams. The Decoder Metadata is used when performing rendering operations such as region-wise unpacking, projection de-mapping and rotation toward creating spherical content for each eye.
Viewport-dependent processing could be supported for both point-to-point conversational sessions and multiparty conferencing scenarios and be achieved by sending from the MTSI receiver RTCP feedback or RTP header extension messages with the desired viewport information and then encoding and sending the corresponding viewport by the MTSI sender or by the media gateway, e.g., MRF. This is expected to deliver resolutions higher than the viewport independent approach for the desired viewport. The transmitted RTP stream from the MTSI sender or media gateway may also include the actual viewport or coverage information, e.g., in an RTP header extension message, as the 360 degree video generated, encoded and streamed by the sender may cover a larger area than the desired viewport. The media formats for tiling and sub-picture coding as described in the viewport-dependent profile of OMAF in ISO/IEC 23090-2 [4] etc. are not relevant for the 5G conversational setting. Instead, viewport-dependent processing based on tiling and sub-picture coding could be realized via RTP/RTCP based protocols that are supported by MTSI and IMS-based telepresence.
OMAF video profiles specified in ISO/IEC 23090-2 [4] are based on HEVC Main 10 Profile, Main Tier, Level 5.1 in order to deliver high quality VR experiences. In the meantime, MTSI in TS 26.114 [1] mandates H.265 (HEVC) Main Profile, Main Tier, Level 3.1 for video, and IMS telepresence in TS 26.223 [2] mandates H.265 (HEVC) Main Profile, Main Tier, Level 4.1 for video.
For achieving video quality required by VR services, it may be recommended that the video codecs for VR support in MTSI and IMS telepresence are aligned with OMAF and/or TS 26.118 [5], e.g., HEVC Main 10 Profile, Main Tier, Level 5.1 may be recommended for MTSI and IMS telepresence in TS 26.114 and TS 26.223 to ensure a high-quality VR experience. It is expected that both MTSI client and MTSI gateway codec requirements are aligned with these recommended video codec requirements for VR support. It is not expected that the mechanisms for session setup and negotiation would be different because of this changed requirement on video codecs.

With regards to the negotiation of SEI messages for carriage of decoder rendering metadata, procedures specified in IETF RFC 7798 [6] on the RTP payload format for HEVC may be reused. In particular, RFC 7798 can allow exposing SEI messages related to decoder rendering metadata for omnidirectional media in the SDP using the 'sprop-sei' parameter, which allows to convey one or more SEI messages that describe bitstream characteristics. When present, a decoder can rely on the bitstream characteristics that are described in the SEI messages for the entire duration of the session. Intentionally, RFC 7798 does not list an applicable or inapplicable SEI messages to be listed as part of this parameter, so the newly defined SEI messages for omnidirectional media in ISO/IEC 23008-2 can be signalled. It is expected that both MTSI clients and MTSI gateways support RTP payload formats for VR support.

For most one-to-one video telephony and multi-party video conferencing scenarios, it is expected that support of the following omnidirectional video specific SEI messages would be sufficient:
1) the equirectangular projection SEI message,
2) the cubemap projection SEI message,
3) the sphere rotation SEI message, and

4) the region-wise packing SEI message.
For stereoscopic video support, in either one-to-one video telephony scenarios or multi-party video conferencing scenarios, support of a subset of the frame packing arrangement SEI message as in ISO/IEC 23090-2 [4] is also needed.

Based on the above, an SDP framework for immersive video exchange needs to be developed to negotiate codec support, SEI messages for decoder rendering metadata, as well as RTP/RTCP signaling necessary for viewport dependent processing. These capabilities may be individually negotiated, but to simplify the SDP exchange and avoid fragmentation of capabilities it would be more preferable to specify one or more MTSI client profiles and develop the SDP framework based on these profiles.
7 Working Assumptions
TBD]
8  Example Signaling Flows and Media Processing  Procedures

8.1 Immersive Teleconferencing with In-Camera Stitching

For in-camera stitching, stitched immersive video is sent from the conferencing room to the conferencing server (e.g., MSMTSI MRF) or directly to the remote participant (e.g., one-to-one conversation) in one or more RTP streams (e.g., established via SDP). Multiple RTP streams may be used in case tile or sub-picture based delivery optimization is in use. We consider a point to point communications scenario in this example so there is no conferencing server in between. An example signaling flow is depicted in Figure 8.1.
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Figure 8.1 – Example Signaling flow for immersive conferencing with in-camera stitching

1- The Remote Participant UE sends an SDP offer to the Conference Room Terminal indicating immersive media capabilities including 360 video support, e.g., based on the potential solution described in clause 6.1. Optionally, the Remote Participant UE may also include viewport-dependent processing capability in the SDP offer, e.g., based on the potential solution described in clause 6.1. Two or more RTP streams may be included in the SDP offer in case viewport-dependent processing is offered, e.g. one RTP stream for the base 360 video and another viewport-optimized RTP stream, with the high quality 360 video corresponding to the desired viewport. 

2- The Conference Room Terminal responds to the Remote Participant UE with an SDP answer confirming immersive media capabilities including 360 video support. Optionally, the Conference Room Terminal may also accept viewport-dependent processing capability in the SDP answer. In case viewport-dependent processing is accepted, the SDP answer from the Conference Room Terminal may include multiple RTP streams.

3- The Conference Room Terminal streams the RTP media flow with immersive media including 360 video to the Remote Participant UE. 360 video transmission could be based on the RTP payload formats for HEVC that carry SEI messages describing immersive media metadata as described in clause 6.1.

4- (Optional) The Remote Participant UE signals the desired Viewport Information to the Conference Room Terminal using a dedicated RTCP feedback message, e.g., based on the potential solution described in clause 6.1.

5- (Optional) The Conference Room Terminal streams the viewport-optimized RTP media flow with immersive media including 360 video to the Remote Participant UE. Information on the actually transmitted viewport may also be included in the RTP media flow, e.g., based on the potential solution described in clause 6.1. In case two RTP streams are negotiated, then the viewport-optimized RTP stream containing the high quality 360 video may contain this information.

EDITOR’S NOTE: Further details on SDP examples are to be provided. 

8.2 Immersive Teleconferencing with Network-Based Stitching

For network-based stitching, multiple RTP streams are established (e.g., via SDP, using MSMTSI) between the conferencing server and conference room, each of which carries a particular 2D capture. These RTP streams are then sent from the conference room to the conferencing server and the conferencing server performs decoding, stitching, and re-encoding to produce one or more RTP streams containing the immersive video, which are then distributed to the remote participants (e.g., again via MSMTSI). Multiple RTP streams may be used for the immersive video in case tile or sub-picture based delivery optimization is in use. An example signaling flow is depicted in Figure 8.2.
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Figure 8.2 – Example Signaling flow for immersive conferencing with network-based stitching

1- The Remote Participant UE sends an SDP offer to the Conferencing Server (e.g., MSMTSI MRF) indicating immersive media capabilities including 360 video support, e.g., based on the potential solution described in clause 6.1. Optionally, the Remote Participant UE may also include viewport-dependent processing capability in the SDP offer, e.g., based on the potential solution described in clause 6.1. Two or more RTP streams may be included in the SDP offer in case viewport-dependent processing is offered, e.g. one RTP stream for the base 360 video and another viewport-optimized RTP stream, with the high quality 360 video corresponding to the desired viewport. 

2- The Conferencing Server forwards the SDP offer to the Conference Room Terminal to see it is capable of supporting immersive media.

3- The offered media is rejected by the Conference Room Terminal indicating that it has no support for immersive media.

4- The Conferencing Server sends a new SDP offer to the Conference Room Terminal indicating its 2D video capabilities. Multiple RTP streams may be included in the SDP offer.

5- The Conference Room Terminal sends an SDP answer to the Conferencing Server indicating its 2D video capabilities. Multiple RTP streams may be included in the SDP answer depending on the capture capabilities of the conference room.

6- The Conferencing Server responds to the Remote Participant UE with an SDP answer confirming immersive media capabilities including 360 video support. Optionally, the Conference Room Terminal may also accept viewport-dependent processing capability in the SDP answer. In case viewport-dependent processing is accepted, the SDP answer from the Conference Room Terminal may include multiple RTP streams.

7- The Conference Room Terminal streams multiple RTP media flows carrying 2D video to the Conferencing Server.

8- The Conferencing Server stitches the received 2D videos to generate immersive media including 360 video and streams it to the Remote Participant UE. 360 video transmission could be based on the RTP payload formats for HEVC that carry SEI messages describing immersive media metadata as described in clause 6.1

9- (Optional) The Remote Participant UE signals the desired Viewport Information to the Conferencing Server using a dedicated RTCP feedback message, e.g., based on the potential solution described in clause 6.1.

10- (Optional) The Conferencing Server streams the viewport-optimized RTP media flow with immersive media including 360 video to the Remote Participant UE. Information on the actually transmitted viewport may also be included in the RTP media flow, e.g., based on the potential solution described in clause 6.1. In case two RTP streams are negotiated, then the viewport-optimized RTP stream containing the high quality 360 video may contain this information.

EDITOR’S NOTE: Further details on SDP examples are to be provided. 
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Figure 4.1 Signalling flow for a 360-degree conference call with unidirectional 360- degree video from A to B. 








� The system supports transmission of full 360 video. However, the use cases may restrict the field of view to enhance user experience.
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10. RTP Media Flow  (Viewport-optimized Immersive Media incl 360 Video)
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