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1 Introduction
This document provides proposed updates to standardization activities.
2 Proposed Updates 
4 Standardization Efforts Outside 3GPP
4.1
Introduction

This clause provides a brief overview on ongoing standardization, pre-standardization and industry for XR related activities. The information is expected to be updated regularly with new information being received. Relevant information may be added to TR26.928, once it has reached mature enough details. 
4.2
MPEG
Should be updated by experts
4.2.1
Introduction

In October 2016, MPEG initiated a new project on “Coded Representation of Immersive Media”, referred to as MPEG-I. The proposal was justified by the emergence of new devices and services that allow users to be immersed in media and navigate multimedia scenes. It was observed that a fragmented market exists for such devices and services, notably for content that is delivered “over the top”. The project is motivated by the lack of common standards that do not enable interoperable services and devices providing immersive, navigable experiences. The MPEG-I project is expected to enable existing services in an interoperable manner and to support the evolution of interoperable immersive media services. Enabled by the Parts of this Standard, end users are expected to be able to access interoperable content and services, and acquire devices that allow them to consume these.

After the launch of the project, several phases, activities, and projects have been launched that enable services considered in MPEG-I.

The project is divided in tracks that enable different core experiences. Each of the phases is supported by key activities in MPEG, namely in systems, video, audio and 3D graphics-related technologies.

In support of these tracks, additional enablers are created that support and augment some or each of these tracks, e.g. Immersive Media Metrics (part 6), Immersive Media Metadata (part 7) and Network-Based Media Processing (part 8).

Core technologies as well as additional enablers are implemented in parts of the MPEG-I standard. Currently the following 11 parts are under development:

· Part 1 – Immersive Media Architectures
· Part 2 – Omnidirectional MediA Format
· Part 3 – Versatile Video Coding
· Part 4 – Immersive Audio Coding
· Part 5 – Video-Based Point Cloud Coding (V-PCC)

· Part 6 – Immersive Media Metrics

· Part 7 – Immersive Media Metadata

· Part 8 – Network-Based Media Processing
· Part 9 – Geometry Point Cloud Coding (G-PCC)

· Part 10 – Carriage of Point Cloud Data

· Part 11 – Implementation Guidelines for Network-based Media Processing

In addition, additional technical components may be provided in existing MPEG specifications outside of MPEG-I (e.g., HEVC and AVC) in order to create interoperable immersive experiences.

4.2.2
MPEG-I Audio

During SA4#100, MPEG informed 3GPP SA4 on their work on audio in the context of MPEG-I in S4-181212.

WG11 would like to inform 3GPP/SA4 of its ongoing work in MPEG-I Immersive Audio Coding.  MPEG-I seeks to provide an immersive virtual audio and visual experience to users wearing a head-mounted visual display (HMD) and audio headphones (or using loudspeakers). The user’s view and perception of the virtual reality (VR) is responsive to user motion (i.e. position and orientation), and interaction with selected virtual items. In a similar way, MPEG-I will support augmented reality (AR) in which virtual objects and associated sounds are placed in the user’s view of the physical world. The project will use the existing MPEG-H 3D Audio Low Complexity Profile (ISO/IEC 23008-3) as a compression engine, and the to be standardized technology MPEG-I Immersive Audio (ISO/IEC 23090-4), as an audio rendering engine. 

In the case of multiple users in a VR world, or even users outside of it, WG11 will support users speaking with other users via a low-latency communications channel. Modules supporting this functionality are shown in purple in the MPEG-I Audio architecture figure below. WG11 envisions that a remote user’s audio signal and associated metadata (such as position and orientation) will be received by the local MPEG-I Audio rendering engine via a standardized, normative interface (located at output of Low-Delay Decoder, and at the output of the Multi-User Data module, below), but that the means for compressing and conveying the remote user’s audio signal would be out of scope. This audio may be immersive, and may carry audio and metadata together in one stream. While WG11 has standardized communications codecs that might be appropriate (e.g. MPEG-4 Low Delay AAC), other communications codecs such as those standardized by 3GPP could also be used.

[image: image1.png]Systems Layer External MPEG-I 6DoF
(Transport Layer) jlocls Audio Renderer
Social VR ﬁ Low-Delay | Audio
Audio Bitstream Decoder Channels
) Audio Output
Mgﬁgjegumdm 3 MPEG-H 3DA Cg;r;r;esls, Audio Headphones/
(MHAS) De°°‘|’e'( ) HOA Control Data | Loudspeakers
T Y [l
. v ¥
| I > !
1
5 1
Mtllstgg;elr\/%?a """" » | Metadata Proges;or _________ 1 : ___________________________________________________________
(e.g., dequantization) H i
Tocal Inl Lt Data ' | User Personalization Consumption User '
Common 6DoF _ Fom?ater € - = | (HRTFs, Language, Environment Position, Orientation | !
Metadata ' etc) information other Interaction '
Scene Graph
Properties
e - = » Metadata
EAGIROIREC H MPEG-I Technology Social VR External Technology | ——» Audio Data
Technology .
——>» Bitstream

(*) MPEG-H 3DADecoder is defined as the core decoder of the MPEG-H 3D Audio Low Complexity (LC) Profile receiving as input in the form of

an MHAS stream and providing as output decoded PCM audio (channels, objects HOA) together with all metadata available in the MHAS packets.




WG11 is currently formulating an architecture and requirements for MPEG-I Audio, as shown above, and envisions a Call for Proposals for MPEG-I Audio technology sometime in 2019, potentially leading to an MPEG-I Audio standard as early as 2021.

WG11 hopes that this information is of interest to 3GPP. Furthermore, WG11 kindly asks 3GPP to keep WG11 informed of work done in 3GPP/SA4 on standardization for VR applications.
3GPP responded in S4-181525 during SA4#101.

During MPEG#126, MPEG Audio group updated the time plan for MPEG-I audio as follows:

	Meeting
	Date
	MPEG-I Milestone

	125
	14-Jan-2019
	Requirements

	126
	25-Mar-2019
	

	127
	8-Jul-2019
	

	128
	7-Oct-2019
	Audio Evaluation Platform Documentation
Audio Encoder Input Format

	129
	13-Jan-2020
	CfP
Test and Evaluation Procedures
CE Methodology

	130
	20-Apr-2020
	

	131
	29-Jun-2020
	Evaluation and Selection of Technology

	132
	19-Oct-2020
	WD

	133
	1-Jan-2021
	

	134
	1-Apr-2021
	CD

	135
	1-Jul-2021
	DIS

	136
	
	Verification Test complete

	137
	
	FDIS

	138
	
	IS


4.2.3
Point Cloud Compression (PCC)

During SA4#100, MPEG informed 3GPP SA4 on their work on Point Cloud Compression (PCC) in the context of MPEG-I in S4-181213.

SC29/WG11 would like to inform you of its ongoing work in MPEG-I Point Cloud Compression (PCC). Point clouds are becoming popular to present immersive volumetric video due to the relative ease of capture and render when compared to other volumetric video representation. Several applications include six Degrees of Freedom (6 DoF) immersive video, VR/AR, immersive real-time communication, autonomous driving, cultural heritage and a mix of individual point cloud objects with background 2D/360 video. PCC is considered to provide good immersiveness at reasonable bandwidth for deployment of said applications on future networks.

During the 124th MPEG meeting, we promoted a video-based point cloud compression standard to the Committee Draft stage that is leveraging the existing and future video compression technologies and the video eco-system in general (hardware acceleration, transmission services and infrastructure) while enabling new kinds of application. The current PCC test model encoder implementation shows compression performances of 125:1 while achieving good perceptual quality. 

SC29/WG11 hopes that this information is of interest to you and seeks collaboration on enabling the deployment of PCC. 



Reference:

Text of ISO/IEC 23090-5 CD Video-based Point Cloud Compression N18030

http://wg11.sc29.org/doc_end_user/documents/124_Macao/wg11/w18030.zip (to be available on Dec 7, 2018)

An introduction to V-PCC  ( http://wg11.sc29.org/files/pcc/PX_PC.pptx )
3GPP responded to MPEG during SA4#101 in S4-181513.

Based on communication from 3GPP to MPEG, MPEG responded in January 2019 as follows:

SC29/WG11 appreciates your interest in considering MPEG V-PCC as a media type in your Study Item on “eXtended Reality (XR) in 5G”.

Regarding your request to contribute to your use cases collection, we would like to inform you that MPEG V​​‑PCC is appropriate for many of your use cases, being a compact manner of representing point clouds captured by devices or generated from other graphics forms. We are working on a new version of PCC use cases and we will be happy to share the result with you.

Regarding your request related to the definition of MPEG V-PCC profiles and levels, we would like to inform you that we started this activity. Indeed, we are considering profiles that would enable PCC applications to run on existing and emerging XR computation platforms. We will keep you posted on the progress of this work.

We would also like to inform you that in addition to V-PCC we are working on geometry-based point cloud compression (called G-PCC) that may be appropriate for some of your use cases. 

For more details on MPEG-I Point Cloud Compression, refer to clause 5.6.1.

4.2.4
Network-Based Media Processing

During SA4#101, MPEG informed 3GPP SA4 on their work on MPEG-I Part 8:

MPEG is pleased to inform you that we issued a Committee Draft (CD) on Network-Based Media Processing (NBMP) at our 125th MPEG meeting. NBMP defines a framework that allows content and service providers to describe, deploy, and control media processing for their content in the network/cloud. The NBMP Framework provides an abstraction layer on top of existing Cloud platforms and is designed to integrate with 5G Core and Edge Computing. 

NBMP workflows is composed of multiple media processing tasks chained together to process incoming media and metadata from a media source and to produce processed media streams and metadata that are ready for distribution to media sinks. A workflow manager performs the Task configuration to ensure format compatibility as well as the fulfillment of the processing and QoS requirements throughout the processing workflow. 

With the increasing complexity and sophistication of media services and the incurred media processing, offloading complex media processing operations to the cloud/network to keep receiver hardware simple and power consumption low, is becoming more critical. NBMP may play a key role in streamlining the ways to offload processing to the network by offering a common and standardized set of interfaces, irrespective of the underlying cloud platform. 

MPEG would like to invite you to consider NBMP for your future work on media processing and to share your comments and thoughts on this first version of the NBMP specification. You can subscribe to the AHG mailing list at  https://lists.aau.at/mailman/listinfo/mpeg-nbmp.
4.2.5
OMAF V.2

MPEG is also working on OMAF Version 2. Some highlighted features are:

· 3DoF+: allowing a certain amount of lateral head movement

· Interactivity and Overlays

· Better viewport-adaptive streaming:

· "Late Binding" – allows for more flexibility and more sophisticated clients
4.2.6
Versatile Video Coding 

The next generation video coding standard is expected to be ready by mid-2020. It promises a compression efficiency that reduces the bitrate by 40-50% compared to HEVC at the same quality. VVC is considered useful for ever-larger media, including point clouds.

4.2.7
Immersive Media Access and Delivery

MPEG also works on the explorations in the area of Immersive Media Access and Delivery. The project is currently in the early design considerations. One of the identified principles is, that larger media sizes are produced, but at the same time the access units to the media need to be reduced for better adaptation to the user behaviour. Three main areas are identified:

· Partial retrieval of partially visible and audible scenes

· Edge rendering or split rendering

· New decoder architectures for immersive media

Yet another effort in exploration is in the area of "Scene Descriptions" where ideally existing scene description formats are merged with MPEG encoded and encapsulated timed.
4.3
Khronos/OpenXR

The Khronos group announced a VR standards initiative which resulted into OpenXR (Cross-Platform, Portable, Virtual Reality) defining an APIs for VR and AR applications. Further information is available here: https://www.khronos.org/openxr. OpenXR defines two levels of API interfaces that a VR platform’s runtime can use to access the OpenXR ecosystem:
· Apps and engines use standardized interfaces to interrogate and drive devices. Devices can self-integrate to a standardized driver interface.

· Standardized hardware/software interfaces reduce fragmentation while leaving implementation details open to encourage industry innovation.
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Figure 1. OpenXR Architecture Design Goals (source: https://www.khronos.org/openxr).

The latest public information from SigGraph is available here

· OpenXR – First Public Demonstrations at SIGGRAPH 2018 with details here. 

· Details on the status are provided here: 
· https://www.khronos.org/blog/openxr-first-public-demonstration-at-siggraph-2018. 

· https://www.khronos.org/events/2018-siggraph


· 
· 
· 
· 


At the start of SIGGRAPH 2019 in July 2019, Khronos announced the ratification and release of the OpenXR 1.0 specification. So far, news of OpenXR 1.0’s ratification and release has been covered by VentureBeat, VR Focus, PC Perspective, Architosh, Phoronix, and others. VentureBeat said, “Finalizing the specification means that all future releases of OpenXR will guarantee backward compatibility from the new version, enabling software developers and hardware makers to rely on a firm foundation of features.”
 Specification Sample Code Reference Pages Reference Guide Merchandise
OpenXR is a cross-platform API that enables a continuum of real-and-virtual combined environments generated by computers through human-machine interaction and is inclusive of the technologies associated with virtual reality, augmented reality, and mixed reality.
Khronos works on 4 different levels to support interoperability:

· Core Standard: 

· Core concepts that are fundamental to the specification for all use cases

· Examples: Instance management, tracking, frame timing
· KHR Extensions
· Functionality that a large class of runtimes will likely implement

· Examples: Platform support , Graphic API Extensions, Device Plugin, Headless, Tracking Bounds
· EXT Extensions
· Functionality that a few runtimes might implement

· Examples: Performance Settings, Thermals, Debug Utils
· Vendor Extensions
· Functionality that is limited to a specific vendor

· Examples: Device specific functionality
The OpenXR API overview is provided below:
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A brief explanation of the functions is as follows:
· API Layers: Various layers can be enabled to enhance functionality such as a validation layer, or tracing layer.
· Instances: Application’s representation of the OpenXR runtime. The CreateInstance function calls the loader to determine which installed OpenXR runtime to connect to.

· Events: Events are messages sent from the runtime into a queue from which the application will read one at a time.
· Sessions: An active interaction between the application and the runtime. An application indicates it wants to render by beginning a session.
· Spaces:  Frame of reference, how to track real and virtual objects and their relative motion.  OpenXR defines 3 reference spaces, VIEW, LOCAL, and STAGE.

· Systems: A collection of related devices in the runtime working together to enable XR experiences. May include VR/AR displays, input form factors, and trackable objects.

· View Configurations: Configuration for rendering, such as MONO or STEREO. The application queries the runtime for supported configurations, then selects the configuration to use.

· Swapchains: The OpenXR runtime allows applications to create multiple swapchains, into which 2D or 3D images are organized to present to the user.

· Input and Haptics: Applications define actions, the runtime binds actions to input devices. Action sets are application-defined collections of actions.

· Render Loop: A session is created and the application’s XR rendering loop begins.

· Helper Functions: Functions to help with conversions of strings.
· Open XR is currently driving towards 1.0 release by working on conformance tests and the adopters program. Conformance tests are critical to the health of an API (particularly a new one)
4.4
W3C

The WebXR Device API Specification (https://immersive-web.github.io/webxr/) provides interfaces to VR and AR hardware to allow developers to build compelling, comfortable VR/AR experiences on the web. It is intended to completely replace the legacy WebVR specification when finalized. In the meantime, multiple browsers will continue to expose the older API. The latest “WebXR Device API, Editor’s Draft, 16 November 2018” is available here https://immersive-web.github.io/webxr/ and provides an interface to VR/AR hardware. It is marked as “UNSTABLE API”.

Additionally, there has been a presentation at 3GPP/VRIF workshop which is accessible here http://www.3gpp.org/ftp/tsg_sa/WG4_CODEC/Joint%203GPP%20SA4%20-%20VRIF%20Workshop%20on%20VR/Docs/VRSTD-03%20W3C%20Wendy%20Seltzer.zip but only provides a rough overview about W3C and W3C Immersive Web: Virtual and Augmented Reality (https://www.w3.org/community/webvr/).

The latest “WebXR Device API, Editor’s Draft, 2 July 2019” is available here https://immersive-web.github.io/webxr/ and provides an interface to VR/AR hardware. It is marked as “UNSTABLE API”. It also provides a link to WebXR Device API Explained.
4.5  
ETSI

Should be updated with the received LS.
ETSI launched new group on augmented reality (http://www.etsi.org/index.php/news-events/news/1244-2017-12-news-etsi-launches-new-group-on-augmented-reality), specifically a Augmented Reality Framework Industry Specification Group (ARF ISG) which can be found here http://www.etsi.org/technologies-clusters/technologies/augmented-reality. “In this initial phase of work the ARF ISG is interested in hearing from the industry about AR industrial use cases, obstacles encountered when deploying (pilot) AR services and requirements for interoperability.”
The overall objective if the ISG ARF is as follows:

· Defining a framework for the interoperability of AR applications and services, in order to prevent market fragmentation and enable providers to offer part of an overall AR solution

· To encourage an ecosystem with a diverse range of solution providers including smaller players, new entrants and academics

· To define a modular architecture and achieve interoperability at the interface of building blocks

· The focus is on interfaces, no standardisation of core technologies

· The building blocks can be open source, proprietary or standardised technologies

· Achieving Interoperability:

· Will give end-users confidence to invest in and use (future proof) AR solutions

· Can prevent lock-in situation with a single vendor

· Can ease technology swapping, e.g. to improve applications performance and services
The Draft AR framework architecture is provided below
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The ISG also conducted a survey. Of all participants, 55% of the participants define themselves as Technology PROVIDERS and 38% are considered Technology USERS. Mentioned challenges of AR in the order of frequency are as follows:

· Tracking accuracy issues
· Ergonomics of the AR display solution (weight, comfort ...)

· Tracking robustness issues

· Methods for initial spatial positioning of augmentations

· Authoring time/cost of the AR application

· User acceptance (perceived reliability, utility, usability,…

· Availability or adaptation of the data (3D models, 2D…

· User interaction methods with the AR solution

· Battery lifetime of the AR system

· Incompatibility with protective equipments

· AR Devices robustness

· User security while using AR solution

· Equipment cost

 4.6 
VR-IF 

VRIF published guidelines at CES 2018, and these are available here http://www.vr-if.org/guidelines/: The initial release of the VRIF Guidelines focuses on the delivery ecosystem of 360° video with three degrees of freedom (3DOF) and incorporates:
· Documentation of cross-industry interoperability points, based on ISO MPEG’s Omnidirectional Media Format (OMAF)
· Best industry practices for production of VR360 content, with an emphasis on human factors such as motion sickness
· Security considerations for VR360 streaming, focusing on content protection but also looking at user privacy.

July 2019: VRIF Guidelines 2.0 available here. This version of the VR Industry Forum (VRIF) Guidelines builds upon version 1.1, adding recommendations on:
· Producing and distributing Live VR services

· The use of text and fonts in VR experiences

· Watermarking of 2D framed content in Theatrical VR

· The use of HDR in VR content presentation – what works and what does not

· A new media profile with a high-quality field-of-view



· 
· 
· 
· 

· 
· 
· 
· 
· 
· 
4.7
GSMA VR/AR Cloud

GSMA has initiated work two work topics related to 5G and XR:

· 5G Cloud XR Forum: https://www.gsma.com/futurenetworks/technology/understanding-5g/cloud-ar-vr/
· 5G Network Slicing Task Force (NEST)

The GSMA 5G Cloud XR Forum was established in 2018 with the following aim:

· Identify the key use cases in Cloud XR

· Investigate value chain, stakeholders and business models

· Share case studies and best implementation practices

· Define a recommended service architecture to accommodate 5G cloud based services

The GSMA Cloud AR/VR project objectives are as follows:
· While single solutions for cloud AR/VR use cases already exist today they do not scale as the whole stack is custom built for every single case.

· Long-term investments based on this paradigm are difficult due to the uncertainty if this model will be deployed widely.
· The GSMA Cloud AR/VR project harmonizes requirements and implementations and therefore stimulate the whole ecosystem.
· The project will establish common patterns that will help operators to commercialize Cloud AR/VR based products and services.

· This will help the whole value chain to scale and grow towards mass adoption.

· The GSMA Cloud AR/VR forum is open also for non-GSMA members to contribute.
4.8
ITU-T SG16

During SA4#100, ITU-T Q8/16 informed 3GPP SA4 of the start of the approval process (AAP Consent) of three of its work items on immersive live experience (ILE) in S4-181024:

ITU-T Question 8/16 would like to inform you that the following new Recommendations were consented at SG16 meeting in Ljubljana, 9-20 July 2018.

–
H.430.3 (ex H.ILE-SS): Service scenario of immersive live experience (ILE)

–
H.430.1 (ex H.ILE-Reqs): Requirements for Immersive Live Experience (ILE) services

–
H.430.2 (ex H.ILE-FW): Architectural framework for immersive live experience (ILE) services

These Recommendations provide basic information of ILE, such as use cases, definition, high-level requirement and architectural framework, respectively. Q8/16 believes these Recommendations can help your work on immersive services. Q8/16 would like to thank your organization for providing information related to immersive services, and for collaborating in the area of standardization work.

Q8/16 still has a work item on MMT profile for immersive live experience services, so would like to continue further collaboration in study area of immersive services.
Especially the service scenarios were considered relevant for FS_XR5G.

4.9
ITU-R

The ITU-R Working Party 6C (WP 6C) studies on Advanced Immersive Audio-Visual (AIAV) systems for programme production and exchange in broadcasting. AIAV systems will provide viewers with immersive experiences with an unprecedented degree of presence by enabling a wide field of view of their desired direction. In order to produce high-quality comfortable images, AIAV systems require video system parameters that go beyond the levels of UHDTV as well as additional system parameters to support omnidirectional image representation. 

At its October 2018 meeting, WP 6C produced a draft new Recommendation on video parameter values for AIAV systems. These include parameter values such as image pixel count of 30K × 15K for a 360° image with equirectangular projection mapping methods, as well as other relevant parameters for production and exchange of AIAV content.

4.10
Augmented Reality for Enterprise Alliance

A relevant organization for Enterprise AR is the Augmented Reality for Enterprise Alliance (AREA). For details refer here: http://thearea.org
The organization addresses a significant amount of use cases: http://thearea.org/area-resources/use-cases/ in the following industries:

· Architecture and Construction

· Aviation and Aerospace

· Emergency Response

· Field Service

· Healthcare

· Industrial Equipment

· Logistics

· Manufacturing

· Marketing & Sales

· Training

· Utilities

· Warehouse Picking

Technologies discussed in context of the use cases include:

· Eye-Gaze Recognition

· Gesture Recognition

· Head-Mounted Display

· Real-time Detection

· Real-time recognition

· Real-time rendering

· Speech recognition

· Touchscreen
4.11
CTA


In July 2019, the following information is available
· CTA created the AR/VR Standards Committee in August 2018. This Committee will develop standards, recommended practices, and technical reports related to augmented reality, virtual reality and related technologies. Current Focus includes: WG 1 Definitions/ Categorization ANSI/CTA-2085, Definitions and Characteristics for VR Video and VR Images (nearing completion) ANSI/CTS-2086, Categorization of Augmented and Virtual Reality Consumer Experiences; WG 2 Accessories ANSI/CTA-2087, Recommendations and Best Practices for Connection and Use of Accessories for Augmented and Virtual Reality Technologies (nearing completion). Undergoing brainstorming on future work projects and specifically considering projects addressing AR applications.
· 
· 
· 
· 
4.12 IDEA
The Immersive Digital Experiences Alliance (IDEA) is a non-profit industry alliance working towards developing a family of royalty-free technical specifications that define interoperable interfaces and exchange formats to support the end-to-end conveyance of immersive volumetric and/or light field media. The purpose is to gather marketplace and technical requirements to define and support the immersive media specifications, to facilitate interoperability testing and demonstration of immersive technologies in order to gain feedback for the immersive media specifications and support from stakeholders.
· Started in April 2019 (http://immersivealliance.org/), currently an overview/introduction presentation is available here.
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