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1
Introduction
In SA1 NCIS, a VR video watching use case is identified in TR 22.842 [1] clause 5.2.

One person could use his lightweight VR headset (where the VR headset is physically lighter and less computationally capable than a full VR headset) to watch the VR videos locally stored in his smartphone, or the VR videos transmitted from cloud.
This document addresses rendering architecture for this use case and proposes updates to the permanent document. 
The rendering architecture for this use case is similar as the network rendering in the permanent document. The difference is that the device to do the rendering and encoding is a mobile device such as a smartphone. With this architecture, latencies should be kept low for each processing step to satisfy the MTP requirement which typically need to be within 20ms. That means the round-trip processing steps (including tracking, pose delivery, device rendering, encoding, media delivery, decoding and display) need to be within the immersive delay limits of 20ms. 
Considering the transportation capability and the media compression, three cases are considered as discussed in [2]:
a. Around 100 Mbps: This aspect is basically following the discussion for use cases 1&2 for which certain amount of processing and decoding is included in the glass. 

b. Around 1 Gbps: In this case, only lightweight and low-latency compression (e.g. intra only) may be used to provide sufficiently high quality (4k or even 8k at sufficiently high frame rates above 60 fps) and sufficiently low latency (immersive limits of less than 20ms for motion to photon) for such applications. It is still expected that some processing is needed in the glass. 

a. Around 10 Gbps or even more: A full "USB-C like" wireless connection, providing functionalities that are only provided by cable, possibly uncompressed formats such as 8k. The processing requirements in the glass may be minimal.

It is noted that the light compression or no compression in use case b and c can help to reduce processing delay.
2 Proposed Updates
	*** 1st Change ***


5.9.3.2
Network Rendering: Viewport rendering in Edge

In an architecture as shown in Figure 4 below, the viewport is entirely rendered in an edge server. The edge server runs the graphics processing, for example a game engine. The game engine renders the viewport based on the pose provided from the HMD ("flattening"). The pose is delivered over a network. The media is encoded and transported over the network. At the HMD, the media decoders decode the media and the viewport is directly rendered. The edge server can be a network entity or a mobile device such as a smartphone.

[image: image1]
Figure 4 Viewport rendering in Edge

Note that in the above figure, depending on the use case, the "6-DOF Tracking" module could be simply "3-DOF Tracking".
The following call flow highlights the key steps:
1. An HMD connects to the network and joins rendering application

a. Sends static device information (supported decoders, viewport)

2. Based on this information, network server sets up encoder and formats

a. Loop

b. HMD collects pose (or a predicted pose) 

c. Pose is sent to XR Edge Server

d. The XR Edge Server uses the pose to generate/compose the viewport

e. Viewport is encoded with regular media encoders

f. The compressed video is sent to HMD

g. The HMD decompresses video and directly renders viewport

Such an architecture enables simple clients, but has significantly challenges on compression and transport to fulfill the latency requirements. Latencies should be kept low for each processing step including delivery, to make sure that the cumulative delay for all the processing steps (including tracking, pose delivery, viewport rendering, media encoding, media delivery, media decoding and display) is within the immersive motion-to-photon latency upper limit of 20ms.
The following three cases, with different media bitrates, are considered:
a. Around 100 Mbps: In this case, the glass needs to perform certain amount of processing and decoding.
b. Around 1 Gbps: In this case, only lightweight and low-latency compression (e.g. intra only) may be used to provide sufficiently high quality (4k or even 8k at sufficiently high frame rates above 60 fps) and sufficiently low latency (immersive limits of less than 20ms for motion to photon) for such applications. It is still expected that some processing by the glass is needed.
b. Around 10 Gbps or even more: A full "USB-C like" wireless connection, providing functionalities that currently can only be provided by cable, possibly uncompressed formats such as 8K. The processing requirements for the glass in this case may be minimal.

Note that t
he lightweight compression or no compression in cases b and c can help to reduce processing delays.
In addition, the formats exported from Game engines needs to be supported by the respective media encoders.
	*** End of Change ***


3 Proposal

It is proposed to add descriptions for the rendering architecture to the permanent document to address the use cases in TR 22.842 clause 5.2.
4 References
[1] 3GPP TR 22.842 v17.0.0
[2] S4-190972, Reply LS on Use Cases for eXtended Reality (XR) in 5G, 12-16 Aug 2019
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