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1
Introduction
At SA4#104, the source clarified its proposal on the subjective evaluation of the IVAS codec which included selection of common reference renderer(s), testing with the common reference renderer and finally testing with the IVAS candidates’ own renderers [1]. At the previous meeting it was also concluded that IVAS codec qualification phase is needed. In light of the previous discussion, the source here presents a refined proposal on how to evaluate the IVAS codec, also taking the qualification phase into consideration.
2
IVAS codec evaluation
In the previous discussion on IVAS testing the use of a common evaluation renderer with the codec running in pass-through mode (equal input/output formats) has been seen too limiting on the codec design by some parties. The source pointed out already in [2] at SA4#101, that pass-through operation would not be optimal in every situation, especially at lower bitrates where the compression technologies cannot handle a high number of audio channels/components.
On the other hand, the source has also pointed out the need for defining a common interpretation of audio signals requiring rendering for listening, i.e. a common renderer which can be used for evaluation and comparison of the IVAS codec candidates. In this situation the pass-through operation would come very handy as all codec candidates would output signals in the same format, which is also the same as the codec input format (except losses due to the encoding process).
One of the difficulties with the evaluation of rendered audio formats is that there is no single golden interpretation of the signals which unarguably can be said to be the target. A common evaluation renderer (supporting all input audio formats) may however still be defined and set as a target in the comparison of different codec candidates and reference/anchor conditions. The source proposes that such common renderer(s) is/are defined and used for subjective evaluation, firstly in the IVAS codec qualification phase. As proposed earlier [1], there may be an option to specify more than one renderer (divided over the test items) but the preference would be to define one renderer (handling all required audio formats). 
Given the respective pros and cons of binaural and loudspeaker rendering the source proposes that both are used for the codec evaluation, however not necessarily for the same operation points. The complexity and delay of the common renderer is of less importance, but it may be assumed that the performance of the common renderer sets the minimum performance level for external renderers utilized with the IVAS codec. Details on constraints, design and performance of the common renderer is for further discussion but the renderer may for example be based on rendering to a common domain, such as the Equivalent Spatial Domain utilized in VRStream [3] of sufficient order.
The evaluation/characterization of the rendered outputs (using the IVAS candidates’ own renderers) may then be done subsequently, in the codec selection and/or characterization phases. The IVAS renderer will most likely be optimized or enhanced in comparison to the common renderer, and its performance may be compared to the common renderer. This may either give figures of merit in the codec selection for some codec modes or may just be characterized after the selection for other modes. In this comparison, the reference condition would not define an expected rendering of the audio signals but act as a comparison point where the rendered output signal may be rated better. It may even be that a codec condition is perceived better than the uncoded reference condition rendered with the common evaluation renderer.
Figure 1 illustrates the general concept of the proposal on how to generate Reference/DIRECT (to be the target signals, e.g. MUSHRA reference) and codec conditions for subjective listening tests. The common renderer shall support all input audio formats (that would need rendering), which for the moment are channel-based audio (CBA), scene-based audio (SBA) and object-based audio (OBA). For signals not requiring rendering (e.g. stereo) the common renderer may be by-passed, as illustrated by the dashed border of the block. The second line of the figure shows how codec conditions would be generated, using the common renderer (when needed). By the renderer’s broad support of audio formats, the codec output may be in any of the supported formats, i.e. CBA, SBA or OBA. This puts no requirement on the exact audio format to be used, as in the case of pass-through operation, but enables the use of all the audio formats deemed relevant for the IVAS codec. The renderer can also be applied to the output of reference codecs which may be used to set requirements on the IVAS codec performance. 
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Figure 1: Generation of reference and codec conditions. Dashed blocks are not always needed.

Figure 2 shows an example of the generation of Reference/DIRECT and codec conditions for two codec candidates, named A and B. The scene-based audio input is rendered using the common renderer in SBA mode to generate the target signal for the evaluation (e.g. binaural audio). The output of codec A is rendered using the common renderer in SBA and OBA mode, while the codec B output is rendered by the common renderer in CBA mode.
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Figure 2: Example of two codec candidates outputting different audio formats for scene-based audio input.
3 
Generation of reference and codec conditions

In the following the generation of reference/DIRECT and codec conditions is illustrated for each audio input format separately. Although the support of combined audio formats at the IVAS input is still not mandated, the source also illustrated how such conditions could be generated for the evaluation.
3.1
Stereo/binaural audio

Stereo/binaural audio inputs do not require rendering for playback in headphones or stereo loudspeakers. Figure 3 illustrates how to generate test conditions for loudspeaker listening. Although rendering may not be required for the decoder output, the option to output another format supported by the common renderer is still allowed.
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Figure 3: Generation of loudspeaker signals for evaluation of stereo audio. Dashed block is optional.

Figure 4 shows the generation of test conditions for dichotic listening. For the Reference/DIRECT there is no rendering applied while for the codec condition the option of binaural rendering is available.
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Figure 4: Generation of stereo/binaural signals for dichotic presentation. Dashed block is optional.

3.2
Multi-channel audio

Figure 5-6 illustrate the generation of reference and codec conditions for the evaluation of multi-channel audio (>2 channels). For loudspeaker listening the playback channel configuration may be adapted to the channel configuration of the input, e.g. 5.1, which means that rendering is not necessary for loudspeaker evaluation. For binaural rendering the common binaural renderer is used to generate the reference/DIRECT condition. For codec conditions the common renderer may be used (in loudspeaker or binaural mode).
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Figure 5: Generation of loudspeaker signals for evaluation of multi-channel audio (identical input/output loudspeaker configurations). Dashed block is optional.

[image: image6.emf]Multi-

channel 

audio

Reference/

DIRECT

IVAS encoder IVAS decoder Codec condition

Common binaural 

renderer 

(CBA/SBA/OBA)

Common binaural 

renderer

(CBA)


Figure 6: Generation of binaural signals for evaluation of multi-channel audio. Dashed block is optional.

3.3
Scene-based audio

For scene-based audio rendering is required both for loudspeaker and binaural listening. Figure 7-8 show the generation of reference and codec conditions for scene-based audio inputs. The common renderer is operating in SBA mode while the codec conditions may use any of the supported audio formats.
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Figure 7: Generation of loudspeaker signals for evaluation of scene-based audio. Dashed block is optional.
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Figure 8: Generation of binaural signals for evaluation of scene-based audio. Dashed block is optional.

3.4
Object-based audio

As for scene-based audio, rendering of object-based audio is needed for presentation in loudspeakers or binaurally. Figure 9-10 show the generation of test conditions for scene-based audio inputs. The common renderer is operating in OBA mode while the codec conditions may use any of the supported audio formats.
[image: image9.emf]Object-based 

audio

Reference/

DIRECT

IVAS encoder IVAS decoder Codec condition

Common LS 

renderer 

(CBA/SBA/OBA)

Common LS 

renderer

(OBA)


Figure 9: Generation of loudspeaker signals for evaluation of object-based audio. Dashed block is optional.
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Figure 10: Generation of binaural signals for evaluation of object-based audio. Dashed block is optional.

3.5
Combined audio formats

For an input of combined audio formats, the individual components may be separately rendered and mixed. Similarly, the codec conditions may be rendered using the common renderer (for binaural or loudspeaker listening). Figure 11-12 illustrate the generation of reference and codec conditions for combinations of audio input formats. 
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Figure 11: Generation of loudspeaker signals for evaluation of combined audio input formats. Dashed block is optional.
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Figure 12: Generation of binaural signals for evaluation of combined audio input formats. Dashed block is optional.
4
Capabilities of the common renderer

The common renderer used for the evaluation shall be able to render channel-based audio, scene-based audio and object-based audio according to the specification of the input audio formats.

The IVAS design constraints [4] specifies currently the following minimum set of rendered output formats:
	Encoder Input Format
	Rendered Output Format

	Multi-channel 7.1
	Multi-channel 7.1, Binaural audio, Stereo, Mono.

	Multi-channel 5.1
	Multi-channel 5.1, Binaural audio, Stereo, Mono.

	Binaural audio
	Binaural Audio

	Stereo 
	Stereo, Mono 

	Mono 
	Mono 


Editor’s note: Specification of rendered output formats for the remaining input formats is needed.
It is proposed that the common renderer for the evaluation supports at least the mandated rendered output formats. This allows for further evaluation of internally rendered signals in comparison to externally rendered signals using the common evaluation renderer. In addition to the input formats, downmixing to stereo and mono is required for stereo and multi-channel audio formats.
5
Summary
This contribution outlines a concept for the IVAS codec evaluation, with focus on generation of conditions for reference testing where codec candidates may be compared to each other and to reference/anchor conditions. 
It is proposed to agree on the proposed concepts on generation of reference/target signals and rendering of codec outputs for the IVAS codec evaluation. This includes the definition of a common renderer for loudspeaker and binaural presentation that shall at least support the mandated input and rendered output formats of the IVAS codec.
It is further proposed to initiate a test plan for the evaluation (firstly focusing on the qualification phase), incorporating the block diagrams presented in section 3 illustrating the main principles. Further details on the procedure may subsequently be discussed and incorporated in the IVAS test and processing plans.
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