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1 Introduction
This document provides a proposed update to the use case in the PD on shared spatial data.
2 Discussion
At SA4#104, the use case of shared spatial data was introduced. At the meeting it was commented, that the use case in TR26.928 "A.21 Use Case 20: AR Streaming with Localization Registry" may be similar. Also some questions were raised on the exact potential standardization needs. In the following some discussion on relation to the above use case is provided.

Rather than attempting to merge overlapping functionality from our use case into their use case, we instead attempt to reformulate the newly added use case to highlight how this functionality drives new network demand at scale. 

As a reminder, the key aspects of Use Case 20 are

· Museum curators spatially map their facility and exhibits.

· Museum curators pre-author spatially registered (anchored) augmentations to accompany exhibits.

· Museum patrons wearing AR glasses view shared registered content during a group tour.

· Museum patrons experience concurrent virtual videos registered to physical surfaces near exhibits.
Both Use Case 20 and the new use case involve aspects of spatial map sharing, spatial anchors, and downloading/streaming location based digital content. Use Case 20 describes a narrow usage scenario.  As described, once map localization is achieved by AR wearers, consumption of downloaded or streamed content is mostly one way. The scenario is well controlled with pre-set curated content registered to well-known exhibits and viewed on similar hardware. The only sustained impact on the network mentioned in the use case is streaming video. The use case states network requirement of “network requirements are no more or less than existing streaming services” should stand out in 5G document. However, it not not described how spatial map sharing, spatial anchors, and associated digital content in AR could change network demands.

Spatial data sharing becomes interesting to the network when it involves the constant exchange of sensor information, map segments, and layers of dynamic anchored content.  Consider what it might mean to have spatial shared data in a venue like Time Square, the Louvre, the Olympics, or Heathrow airport. These are huge dynamic environments with thousands of people congregating. Spatial maps and content will change frequently. Base maps are probably produced by professional scanners and then be improved by crowd sourced data. Semi-dynamic landmarks such a growing tree, a new park bench, or holiday decorations will be incorporated into the base map via crowd sourced data. Individuals will have their own maps and portions of those maps may be shared with friends nearby. One could imagine spatial content will consume as much bandwidth as permitted, be it a high resolution volumetric marketing gimmick with virtual King Kong climbing the Empire State Building or a simple overlay outside a restaurant showing the current wait time for a table.

To make all of this possible, depth, image, feature, and other sensor data from AR devices need to be uploaded continuously to the cloud (and shared between devices), whether it be for device localization, map updates, anchoring new content, or as training data. As people walk through 1km+ size spaces like an airport, they’ll be progressively downloading updates and discarding map information that is no longer relevant. Google maps has a similar data flow today with a smaller data footprint. Smartphones continually send location data (GPS, WiFi, etc…) to Google’s cloud. Google then uses it to improve and augment their maps, for example by showing current traffic patterns or busy times in restaurants (and creating marketing profiles). Higher fidelity layers of the map are progressively cached on your smartphone and discarded when space is needed. AR maps and content will in all likelihood be similarly layered, dynamic, and progressively downloaded.   

The ability to anchor content spatially has the potential to increase digital content downloads and concentrate downloads in specific areas. Content size/quality will always grow proportionally to the pipe. Underneath the content will be a living spatial map and anchors fed continually by sensor data from nearly every device available and fetched by those same devices. This aspect going to put new demands on wireless networks.
Hence, the focus in the new use case is about the continuous exchange of data.
3 Proposed Updates to Use Case 27: Shared Spatial Data
	Use Case Description: Shared Spatial Data (from S4-190714)

	Consider as an example people moving through Heathrow airport. The environment is supported by spatial map sharing, spatial anchors, and downloading/streaming location based digital content. The airport is a huge dynamic environment with thousands of people congregating. Spatial maps and content will change frequently. Whereas base maps have been produced by professional scanners, they are continuously updated and improved by crowd sourced data. Semi-dynamic landmarks such a growing tree, a new park bench, or holiday decorations are incorporated into the base map via crowd sourced data. Based on this individuals have their own maps and portions of those maps may be shared with friends nearby. One could imagine spatial content will consume as much bandwidth as permitted, be it a high resolution volumetric marketing gimmick with virtually landing Concorde in Heathrow or a simple overlay outside a lounge showing the current wait time for getting access.
As people walk through 1km+ size spaces like the airport, they’ll be progressively downloading updates and discarding map information that is no longer relevant. Similar to data flows in Google maps, smartphones continually send location and 3D positioning data (GPS, WiFi, scans, etc…) to the cloud in order to improve and augment 3D information. AR maps and content will in all likelihood be similarly layered, dynamic, and progressively downloaded. Spatial AR maps will be a mixture of underlying living spatial maps and digital content items. 

The use case addresses several scenarios:

· Co-located people wearing an XR HMD collaboratively interact with a detailed 3D virtual model from their own perspective into a shared coordinate system (using a shared map).
· One person wearing an XR HMD places virtual objects at locations in 3D space for later discovery by other’s wearing an XR HMD. This requires a shared map and shared digital assets.
· XR clients continuously send sensing data to a cloud service. The service constructs a detailed and timely map from client contributions and provides the map back to clients. 

· An XR HMD receives a detailed reconstruction of a space, potentially captured by a device(s) with superior sensing and processing capabilities.  

	Categorization

	Type: AR

Degrees of Freedom: 6DoF

Delivery: Streaming, Interactive, Split, device-to-device, different types
Device: HMD, AR Glasses

	Preconditions

	· Application is installed on an HMD or phone with connected AR glass
· The application uses existing HW capabilities on the device, rendering functionalities as well as sensors. Inside-out Tracking is available. Also a global positioning system for anchoring is available
· Connectivity to the network is provided.

· Wayfinding and SLAM is provided to locate and map in case of AR

· AR and AI functionalities are provided for example for Image & Object Recognition, XR Lighting, Occlusion Avoidance, Shared Persistence

	Requirements and QoS/QoE Considerations

	5G’s low-latency high-bandwidth capabilities, as compared to 4G’s capabilities, make 5G better suited for sending dense spatial data and associated 3D digital assets over a mobile network to XR clients.  
This data could be transferred as discrete data downloads or streamed and may be lossy or lossless.
Continuous connectivity is important, sharing local information to improve maps.

The underlying AR maps should be accurate and should be up to date.

The content objects should be realistic.

The data representation for the AR maps and the content objects is scalable.

	Feasibility

	· Microsoft Spatial Anchors: https://azure.microsoft.com/en-us/services/spatial-anchors/
· Co-located people wearing an XR HMD collaboratively interact with a detailed 3D virtual model from their own perspective into a shared coordinate system (using a shared map).  
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· Google: Shared AR Experiences with Cloud Anchors: https://developers.google.com/ar/develop/java/cloud-anchors/overview-android
· One person wearing an XR HMD places virtual objects at locations in 3D space for later discovery by other’s wearing an XR HMD.  This requires a shared map and shared digital assets
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· Google Visual Positioning Service: https://www.roadtovr.com/googles-visual-positioning-service-announced-tango-ar-platform/
· XR clients continuously send sensing data to a cloud service.  The service constructs a detailed and timely map from client contributions and provides the map back to clients. Example is Google’s Visual Positioning Service
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· Drivenet Maps – Open Data real-time road Maps for Autonomous Driving from 3D LIDAR point clouds: https://sdi4apps.eu/2016/03/drivenet-maps-open-data-real-time-road-maps-for-autonomous-driving-from-3d-lidar-point-clouds/
· An XR HMD receives a detailed reconstruction of a space, potentially captured by a device(s) with superior sensing and processing capabilities.  An example of navigation is given in the MPEG-I use case document for point cloud compression (w16331, section 2.6)
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	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Data representations for AR maps

· Collected sensor data to be streamed up streams

· Scalable streaming and storage formats for AR maps

· Content delivery protocols to access AR maps and content items

· Network conditions that fulfill the QoS and QoE Requirements 

· 
· 
· 


3.2 Analysis of use case

· There is consensus that the use case is understood, relevant and in scope of the Study Item

· We believe sufficient information has been provided in order to understand the use case. 

· A feasibility study is provided and considered sufficient. Some examples on what is expected on feasibility is provided below.

· How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?
· Some information is provided.

· What are the technology challenges to make this use case happen?
· Some aspects are addressed above

· Do you have any implementation information?

· Demos
· See links above

· Proof of concept
· See links above

· Existing services
· None aware of
· References
· See links above

· Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?
· On a best effort basis
· Beyond use case description and feasibility, the template includes sufficient information on

· Categorization: Type, Degrees of Freedom, Delivery Type, Device

· Preconditions: What is necessary to make this work?

· QoS Considerations: What network capabilities are needed, e.g. bitrate, latency, etc.?

· QoE Considerations: What is expected that the user is satisfied with the quality?

· Potential Standardization Status and Needs: This may include 3GPP relevant standards or external standards

· We believe all aspects are addressed

4 Proposal

We propose to move the updated use case to the Technical Report.[image: image5.png]
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