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Executive Summary
The EVS SWG (28 participants) met in 10 time slots (including evening sessions). Overall, the SWG meeting handled 40 documents (including agenda, input and output documents at this meeting). The meeting summary is provided below:
· IVAS_Codec:
There is a working assumption that a qualification phase will take place with details to be worked out; the working assumption includes using floating-point code for candidates and run in-house tests; details e.g. cross-checking are to be worked out. The IVAS project plan (IVAS-2) was updated in S4-190832 and agreed. The IVAS project overview (IVAS-1) was also updated in S4-190831 to include P-docs for qualification and it was agreed.
Design constraints and work item priorities were discussed. Online editing took place on IVAS design constraints (IVAS-4) and produced S4-190833 which was agreed.
Online editing took place on IVAS performance requirements (IVAS-3) to produce a draft updated; eventually the IVAS-3 was not updated to be presented to plenary. Testing proposals were also discussed and a working draft document was produced by the EVS SWG Chairman to collect proposals; this draft document was left for further offline consideration. 
The IVAS usage scenarios (IVAS-9) were discussed to update the draft usage scenario on conferencing which was kept in brackets in S4-190834; this updated P-doc was agreed.
· EVS_FCNBE:
The group reviewed the draft CR to 26.444 on floating-point conformance and a related discussion paper. Comments on the speech database to be used for the MOS-LQO tests were addressed. It was noted that there would be a change of Rapporteur in the August meeting and the time plan was updated accordingly in S4-190824 and agreed.

1 Opening of the session: July 1, 17:04 (local time)

The EVS SWG Chairman, Mr. Imre Varga (Qualcomm), opened the meeting.
Minutes were taken by the EVS SWG Secretary.

2 [bookmark: _Toc227352504][bookmark: _Toc233381531][bookmark: _Toc233381588]Registration of documents
[bookmark: _GoBack]The EVS SWG Chairman displayed Revision1 of S4-190723 with Tdocs allocated to A.I. 7 for SA4#104. He noted that for IVAS there were many documents, which he grouped into blocks and he suggested to go in sequence, with the priority on the first blocks (‘general’, ‘use cases’, ‘design constraints’…), before performance. He commented that FLC would be taken on Wednesday 2pm.
Mr. Stefan Doehla (Fraunhofer) commented that there are many input documents, and he invited to try to be efficient with the time the EVS SWG had, to use time wisely. He also commented on the block called ‘use cases’ and stated that this topic is not ‘use cases’ but ‘usage scenarios’, and he added that this should get lower priority. The EVS SWG Chairman changed the block name to ‘IVAS-9 and move it at the end of IVAS documents.
Mr. Frans de Bont (Philips) commented that S4-190650, which was listed in the ‘general’ block, was already agreed in plenary and he asked for the reason to take it in the EVS SWG. The EVS SWG Chairman stated that there are aspects the EVS SWG may discuss, and he clarified that it would not be taken immediately.
The revision of the agenda in S4-190723 was agreed. The agenda was later revised in S4-190835 (see Annex A).

The EVS SWG Chairman displayed the schedule for SA4#104. The meeting start and end time were clarified.

3 CRs to Features in Release 15 and earlier 

No Tdoc in this A.I.

4 Liaisons from other groups/meetings

No Tdoc in this A.I.


5 IVAS_Codec (EVS Codec Extension for Immersive Voice and Audio Services)          


General

S4-190650 IVAS Indication of interest, from Philips International B.V. was already agreed in the SA4 opening plenary. After the discussion on S4-190671, the EVS SWG Chairman stated that there is no need to go back to this document in the EVS SWG.

Mr. Stefan Bruhn presented S4-190671 On the potential need to carry out an IVAS qualification phase, from Dolby Laboratories Inc.
Comments / questions: 
The EVS SWG Chairman suggested discussing the 4 bullet items, following Fraunhofer’s advice to be efficient. He took the first bullet and wondered if a new call is needed. He noted that there are currently 13 indications, which are non-binding and he asked if the group can go with these assumptions.
Mr. Tomas Toftgard (Ericsson) asked to clarify what was the assumption. The EVS SWG Chairman stated that the assumption is that there would be 13 candidates Mr. Tomas Toftgard (Ericsson) stated that there are many proponents interested in submitting a candidate, however if one goes to qualification, one needs some binding indication to design a test setup. He recalled that the indication is not binding to submit, and he stated that it is unclear it if helps to have a new indication, on the other hand it is difficult to have a binding indication of interest as all features are yet decoded so it is difficult to commit.
The EVS SWG Chairman stated that one may assume that there are 13 declarations, then on this basis, if there is a collaboration indication one can judge if a qualification phase will be needed. He commented that at a certain point in time (not now) one will need a firm commitment to participate in qualification phase, and such a date has to be introduced in the project plan.
Mr. Stefan Bruhn (Dolby) stated that it is not so important to have a binding declaration for qualification, but for selection it is important. He commented that for qualification it is usually sufficient to have a good estimate, whether it is likely to have so many candidates or not. He stated that the group should apply some kind of pragmatic approach, and if one hears there are still many companies to submit a candidate, it is likely that one could not do without qualification. He stated that the group does not have to request binding declarations, but one can discuss by when the group can collect information that is reliable enough to base decision on whether it would be qualification or not.
Mr. Tomas Toftgard (Ericsson) clarified that he did not propose to have a binding declaration, but it may be difficult to have it binding and it is good to know if qualification is needed.
Mr. Lasse Laaksonen (Nokia) stated that there is some type of assumption that this qualification will be needed with 13 declarations. He commented that an additional indication to participate in qualification is really early at this point, when one does not understand the type of testing that will be done there, and a binding declaration could entail some type of commitment to participate in funding and testing, which requires better understanding of the qualification phase process. He stated that this will take time, and he would be in problem with his financial department if Nokia has committed to such an undefined process.
The EVS SWG Chairman come back to the 4 bullet points in the proposal and he stated that one can be sure that there are 13 parties. On the indication of collaboration, he asked if there is any an input. Answer: no. He stated that most likely, on this basis, the judgment could be that the group needs a qualification phase. He took the last bullet and stated that a realistic assumption is that submission for qualification can be the same date as for the current selection date, and one can shorten design constraints and test plan fabrication. He suggested talking about high-level items related to qualification phase. He invited views on having floating point used for qualification (which is what SA4 had in EVS qualification, one in-house testing and cross checks. He proposed to agree on such high-level aspects and if the group can go with this, he would update the project plan accordingly, to have qualification on June 2020. He stated that probably what happens afterwards is something one could setup later, and it is not urgent; he invited to concentrate first on what happens next year, and he noting that harmonization with ITT4RT is needed.
Mr. Stefan Bruhn (Dolby) stated that he was open for pragmatic ways forward, and what the EVS SWG Chairman just sketched seemed pragmatic. He stated that the assumption there will be quite a high number of candidates holds, unless anybody is opposing, and one can conclude there will be a qualification phase, and this will be a good step forward. He stated that other points on the schedule, floating-point submission, etc. are minuted and make a lot of sense.
Mr. Milan Jelinek (VoiceAge) stated that these assumptions are subject to discussion, and there are many things, like in house testing. He stated that this will mean that there must be some harmonization of candidates to do in-house testing, and this means to decide what is acceptable for infrastructure. He noted that one does not know the methodologies, and which labs are qualified to do this testing, what are acceptable parameters, and there are many things that need to be discussed an agreed. He assumed that this is a working assumption but not more than that. The EVS SWG Chairman clarified that this is a working assumption. He clarified that the group can decide that a qualification phase is needed based on the indication of 13 candidates, and he committed to update the project plan accordingly and then the working assumption is on the floating-point basis and also on one cross-check plus in-house testing. He commented that all details have to be worked out, and one needs a test plan. He added that the group will need a date for commitment to submit to qualification phase, some months later, and if it turns out that only 3 candidates are left, the group can still revise its mind.
Mr. Stefan Bruhn (Dolby) stated that it is good to call it working assumption, and one thing to discuss a bit more in details is about in-house testing with another party doing crosscheck. He stated that one needs to use fair and transparent procedures, which are a concern for Dolby.
Mr. Huan-Yu Su (Huawei) stated that he the groups goes on the path of qualification test, it would be important to know how many candidates should go in selection phase, and it is probably an important input from SQ, given the scope of performance requirements and how many candidates are manageable in a selection test. The EVS SWG Chairman commented that these aspects are not for now. Mr. Huan-Yu Su (Huawei) stated that if a qualification test is to be done, immediately this question of number of candidates in selection has to be answered, otherwise it does not make sense.
The EVS SWG Chairman closed the discussion.
Conclusion:
S4-190671 was agreed. 
There is a working assumption that a qualification phase will take place with details to be worked out; the working assumption includes using floating-point code for candidates and run in-house tests; details e.g. cross-checking are to be worked out. The EVS SWG Chairman (also IVAS-2 Editor) committed to update the project plan.

Mr. Stefan Bruhn presented S4-190672 On the Implementation of Work Item Priorities, from Dolby Laboratories Inc.
Comments / questions: 
Mr. Milan Jelinek (VoiceAge) stated that one may need to somehow structure the work, and he appreciated this proposal to try to provide some framework for this. He expressed two concerns. He first concern was that this proposal adds another framework to design constraints (which already limit the design of the codec, what need to be provided) and performance requirements (that say what needs to be tested). He stated that one can specify in performance requirements what configurations are tested and one could add at what stage they are tested if felt useful, and he was not sure why add a 3rd document. The EVS SWG Chairman asked how this information that a feature is important or not would be included in the present framework (e.g. shall, etc.).
Mr. Milan Jelinek (VoiceAge) stated that design constraints are understood as ‘shall’, and what proponent companies must provide for the codec, and this is the reason why they are called constraints. He commented on the aspects of what is mandatory or recommended, and he was not sure this needs to be decided at this stage, and he stated that this was not decided before selection in previous exercises. He noted that the work item assumptions clearly mandate rendering but to what extent rendering will be mandatory for implementation is not defined. He stated that what is mandatory or recommended in the standard is another step, which is not related to work item essentials. He stated that PLC has to be provided but may be recommended and the same applies for rendering, and he clarified that this is his second comment.
Mr. Stefan Bruhn (Dolby) clarified that the intention is not to add a new P-doc, and the proposal is to provide this info in the IVAS-4 P-doc. He commented that the group would really have a benefit to have such information in the very same document and not spread out somehow, in this document plus requirements plus test plan, and it is good to have it in a single document. He commented on the status (mandatory, recommended, optional) and he stated that it was not decided before the codec was standardized, and when EVS was standardized there were certain features like VBR which was just recommended, or also optional features, and it is correct that these terms have not the same meaning as the final status in the standard. He commented that one may have a feature that is as recommended but that will later make it in the mandatory codec, likewise for options, and if the codec gets to selection as the winner it will be a new discussion whether there are certain things mandatory or not. He also stated that the proposal is motivated from the aspect that in the EVS SWG discussions there are lots of features proposed, and Dolby is concerned that the group is running into hard debates and potential deadlocks because a given feature has to be evaluated in selection, and the proposal can remove this kind of pressure, it will allow to have a pragmatic way of dealing with certain proposed features. He stated that one can have the possibility to say a feature is nice to have but for fairness reason in a competition one would not evaluate this feature in selection.
Mr. Milan Jelinek (VoiceAge) stated that he read the status column as in the final standard, and it was not clear that this was to be understood as the status of support in the codec candidate. He stated that this can still be addressed in performance requirements but optional features that are not mandatory are not necessary in design constraints, because it’s not a constraint.
Mr. Stefan Bruhn (Dolby) stated that there were many proposals in square brackets or some agreed text, with some kind of may in design constraints. He stated that one takes this kind of scrutiny to have in design constraints only mandatory things one would have to remove a lot of things.
Mr. Tomas Toftgard (Ericsson) stated that the assumption is that shall is mandatory, should recommended. Mr. Stefan Bruhn (Dolby) clarified that this status is about what feature to deliver in selection. Mr. Tomas Toftgard (Ericsson) stated that contrary to the current discussion, his interpretation on design constraints is that there must not only be shall’s.
Mr. Markus Multrus (Fraunhofer) recalled that in EVS stereo was an optional feature. Mr. Milan Jelinek (VoiceAge) stated that he was fine with this, and this is quite clear.
Mr. Stefan Bruhn (Dolby) suggested looking for what is shall and should and may, and having this perspective in a systematic way. He clarified that one can list each feature and if one feature has ‘should’ one can spell it as just recommended, to provide clarity.
The EVS SWG Chairman stated that two columns may be merged into one (WI priority and status of feature in IVAS) by spelling out shall or should or may, and another aspect is evaluation. He commented the one has to enter at least what is tested in qualification, and probably selection/characterization is not urgent, while the most urgent is how to evaluate in qualification.
Mr. Huan-Yu Su (Huawei) stated the one confusion in design constraints is that items must be done in this way, while the proposal is to list work item features, and one may be more inclusive of features that are not part of design constraints. He expressed some sympathy to idea to have ‘must have’, ‘good to have’, ‘non-essential’ labels. He commented that this would create a new document, and the group would have to spend time and classify items, which is a time-consuming issue. He noted that this may be difficult and not practical, and he asked what was intent, what was usefulness of a list, whether it would be used as a time breaker or guidance for codec design.
Mr. Stefan Bruhn (Dolby) clarified that the intention of the list is to provide guidance for codec developers, to know what to concentrate on for qualification, selection. He stated that to have transparent and fair process, this information is quite essential, and it should not be available 5 days before qualification. He stated that it is also important from the perspective that one needs to design test plans, and this information is needed to get a structured way. He also commented on the WI priority, and he recalled that Dolby brought up the discussion in one of the telcos. He stated that certain features may be out of scope of the work item, and for this project to end at some point, one cannot add any features. He referred to the work item description, where certain things are listed and the proposal is to tell whether it is essential or not, noting that other features may be very important as well. He stated that it is possible to say what is tested in selection and if one just checks that a feature is provided with quantitative evaluation during characterization.
The EVS SWG Chairman stated that there are two pieces of information: status (mandatory or recommended) for candidates and how to evaluate candidates, at least in qualification. He stated that until this meeting it was not clear that there would be qualification, but the point is what is evaluated in qualification.
Mr. Stéphane Ragot (Orange) stated that the specification of the status of features is ‘business as usual’ and in EVS there were in IVAS-4 different types of features: mandatory, recommended (VBR), optional (stereo) and even a feature with no status (channel-aware mode) defined in EVS-3. He recalled that there were testing priorities defined in annex of EVS-3.
Mr. Milan Jelinek (VoiceAge) stated that this document was still unclear. He took the example with different bandwidth, he stated that one would need to test all combinations, which is not practical.  Mr. Stefan Bruhn (Dolby) stated that there are certain things like ‘encoder shall support 8 kHz sampling’, but in the end one has to say what is tested in selection.
The EVS SWG Chairman suggested that one conclusion could be that design constraints have to express what is mandatory or just optional, and one has to see in which form it is presented (column or text).
Mr. Huan-Yu Su (Huawei) stated that Dolby’s proposal is not to replace testing procedure and performance requirements, but to add clarification on how important are some features in design constraints. He stated that this is helpful but it would consume time for consensus. He stated that the intention to be served as time breaker or guidance for candidate to embed some capability, was good.
Mr. Lasse Laaksonen (Nokia) stated that the EVS SWG Chairman’s conclusion was good, however he wondered if there is a problem with the current description of status. He noted that the group already used ‘shall’ and ‘should’ and it is well understood, and he asked what was the problem to tackle. He understood that this may relate to the test plan, and he stated that the group will get there, but one would first need maturity with deign constraints and performance requirements, and he was really confused by the proposed side-stepping process.
Mr. Stefan Doehla (Fraunhofer) recalled that EVS design constraints were defined regardless of phase (qualification or selection) and design constraints have all been met. He asked to clarify the intention and whether one would just declare that design constraints met or do not have to be met for a certain phase. Mr. Stefan Bruhn (Dolby) stated that if qualification is taken first, one may have certain features that are design constraints that are still not evaluated in qualification, but one may claim that a codec is meeting all constraints but if it is not tested then one does not know. He commented that design constraints should be evaluated selection and the only difference is whether a feature is evaluated in way where one does formal evaluation or checks that the feature is provided. He stated that this is a kind of proposal may make things easier and remove a kind of pressure.
The EVS SWG Chairman stated for every feature the design constraints have to express the status and one can further discuss how this happens (e.g. columns, …). He asked if this principle can be agreed.
Mr. Stefan Doehla (Fraunhofer) stated that most of the things in design constraints will be tested, with a check box approach. He commented that one has to prove how each constraint was met.
The EVS SWG Chairman proposed to conclude that the group will follow the principle to classify each feature in design constraints as mandatory, etc. He added that the discussion on how features are tested is premature. Mr. Stefan Bruhn (Dolby) supported this conclusion and he commented that, looking at IVAS-4 document now, there are lots of boxes in square brackets, and he hopes that the approach would make the discussion easier.
Mr. Tomas Toftgard (Ericsson) stated that ‘shall’ cannot be interpreted other than ‘mandatory’, ‘should’ as ‘recommended’.
The EVS SWG Chairman suggested merging the two columns ‘Work item priority’ and ‘status of feature in IVAS codec’ in one column. Mr. Stefan Bruhn (Dolby) commented that the proposal is not to merge them in one column. The EVS SWG Chairman stated this would be a compromise proposal to define how to express this information in some form in design constraints.
Mr. Stéphane Ragot (Orange) commented that the evaluation priorities in different phases are typically defined in performance requirements. Mr. Tomas Toftgard (Ericsson) stated that this depends on the list of features in design constraints, and this cannot be defined separately. Mr. Stéphane Ragot (Orange) stated that this is a multidimensional problem.
Mr. Stefan Bruhn (Dolby) stated that, to make decisions, one could go to have the status of features in a single document to understand what is required, and he stated the one would make an early decision on testing certain features or certain bit rates, rather than agreeing on one thing and later debating again on performance requirements or another document where one has to make decisions on how and at what rate a feature would be tested against an objective or requirement.
Mr. Markus Multrus (Fraunhofer) did not see that the proposal would help and he stated that this was rather the contrary due to the floppy formulation in table 2, ‘The encoder and decoder shall support 8kHz sampling when EVS bit-exact operation is used …’, then one could look at it and request to test although it is bit-exact and burn test resources. He stated that it is best to make first decisions on design constraints, list points to test, and make informed decisions. Mr. Stefan Bruhn (Dolby) commented that Table 2 was just for illustration to see how this template would work, and what is in there is not part of the proposal. He stated that the proposal from the EVS SWG Chairman was to have an editing session to discuss features. Mr. Tomas Toftgard (Ericsson) supported Fraunhofer’s view that one does not know how much can be tested and it may be difficult to select what to remove. Mr. Stefan Bruhn (Dolby) stated that if one party cannot agree on a design constraint feature unless it is clear how it is tested, then the group is not making progress. Mr. Milan Jelinek (VoiceAge) stated that if such problem appears, one could open performance requirements and look at the same time at design constraints.
Mr. Stefan Bruhn (Dolby) stated that if 8 kHz is not tested in selection or what, one can spell it out in design constraints. Mr. Milan Jelinek (VoiceAge) stated that this is a performance requirement business.
Mr. Stefan Bruhn (Dolby) commented that some features are debated, and Dolby feels that some are out of scope, and it is impossible to include them as mandatory features and hope getting them easily in performance requirements. Mr. Tomas Toftgard (Ericsson) asked if the testing phase will matter for Dolby. Mr. Stefan Bruhn (Dolby) stated that Dolby is open to discuss ways to make certain features mandatory, and features that seem out of scope would not to be tested in selection. Mr. Milan Jelinek (VoiceAge) agreed with what Dolby wanted to achieve,  but he failed to see how adding a third level of hierarchy combining design constraints and performance requirements  can be a more efficient way to organize the work.
Mr. Lasse Laaksonen (Nokia) commented that for Nokia deciding to not test some mandatory feature in selection is not a good way forward, and this is dangerous for the quality of the standard. Mr. Stéphane Ragot (Orange) supported this view and he stated that the proposal was rather to say that some features may be optional and tested in characterization.
Mr. Milan Jelinek (VoiceAge) stated that testing all mandatory features would bring a problem of feasibility.
The EVS SWG Chairman stated that one conclusion is that design constraints have to express for every feature whether they are mandatory, recommended, optional on certain base, and he invited to revisit this document on Thursday. He added that on the second aspect, one could concentrate on qualification phase, and he agreed with views that mandatory features have to be all tested in selection as a principle, but one would need to get a sense for qualification phase and for this one needs performance requirements. He commented that qualification phase is new, and one has to think a bit how to evaluate features.
Conclusion:
S4-190672 was noted. 
The following conclusion text was read online by the EVS SWG Secretary and agreed:
“Design constraints will have to express for every feature whether they are mandatory, recommended, or optional on a certain basis, and this will be seen in the IVAS-4 document on Thursday. For testing priorities, performance requirements are needed; considering the qualification phase which is new, more consideration is needed to see how features will be evaluated.”


Mr. Lasse Laaksonen presented S4-190695 Development for common IVAS MASA Reference Software, from Nokia Corporation
Comments / questions: 
The EVS SWG Chairman noted that this is for information.
Mr. Stefan Bruhn (Dolby) asked whether the functionality will be identical to the software that was earlier provided as MATLAB experimental code. Mr. Lasse Laaksonen (Nokia) clarified that the functionality is identical, however the exact implementation will differ, because Nokia is integrating in this development the recent proposal for the T/F resolution which Nokia finds suitable and also there would be support for the general metadata framework as discussed in SA4. He added that these aspects are something to provide further with contributions.
Mr. Stéphane Ragot (Orange) asked to clarify the sentence “the first proposal from source is not expected to include a binaural renderer”. Mr. Lasse Laaksonen (Nokia) stated that this is a common system that enables the input signal generation and rendering of that, and for spatial signals it is felt useful to have of course loudspeaker or binaural presentation, in this case Nokia has selected loudspeaker presentation as the method to first provide, and it will support 5.1 and 12 channels (7.1.4). He added that currently Nokia is not planning in the first version to have binaural rendering, but once it becomes clear what type of testing for immersive signals in general will be used, binaural rendering may be then provided. He commented that this type of rendering system may come from Nokia or anyone else. Mr. Stéphane Ragot (Orange) commented that 7.1.4 is currently not mandatory but binaural is mandatory, and there may be some contradiction.
Conclusion:
S4-190695 was noted. 

Mr. Lasse Laaksonen presented S4-190698 On proposed design constraints and IVAS WID, from Nokia Corporation
Comments / questions: 
The EVS SWG Chairman stated that the group had a high-level discussion on S4-190672, and invite specific comments on different sections for maximum efficiency.
Mr. Stefan Bruhn (Dolby) stated that it is good to discuss under the perspective whether features are under the scope of the work item or not, and there are different views. He commented that on the most debated features (properties of external renderer API and pass-through operation) one can see certain statements that may indicate that they may not be part of the WID but needed for making the IVAS codec more valuable in the market place. He commented that Dolby is open to consider such kind of criteria and he clarified that the intention of S4-190672 was not to disqualify certain features, even if there are not in scope, but to get a more structure discussion. He noted that there are deadlocks on certain discussions and it may help to look at them under the aspect of whether there are in the WID or not.
Mr. Stéphane Ragot (Orange) stated that object-based audio is covered in the IVAS WID but in a softened wording and the initial intention of the WID may not be interpreted as matching MASA. He also commented that external renderers are acceptable features for IVAS, only if there are performance requirements on them and this may be in the scope of ATIAS, and he invited to receive inputs on these aspects for ATIAS in SA4#105.
Mr. Lasse Laaksonen (Nokia) clarified that Nokia is not challenging the status of object -based audio. He pointed out that everything written in the WID may not necessarily correspond to a specific requirement, and one may need to interpret what is in there. He commented that pass-through in not written and this does not mean that it is out of scope of the work item. He commented that object-based is used as a valid example input format for IVAS, Nokia was one of the supporting companies, and evaluated and understood the WID in a certain way. He stated that certain companies may have different understandings, of course it is useful to discuss such understandings for design constraints.
Mr. Stefan Bruhn (Dolby) commented there may be different view on the WID scope, where one may have a broad view with anything going in scope, or another having a stricter view. He stated that the WID needed to be extended in Rel-17, and this motivated Dolby’s request to adopt a view that is not too broad. He stated that there may be interpretations of scene-based audio and objects in the WID formulation, and he noted that there is a more explicit formulation in justifications that mention explicitly channel, object and scene-based audio. He commented on the pass-through operation under section 2.4 and he stated that pass-through is potentially a relevant feature but it complicates testing. He stated that one should not broaden unnecessarily the scope of the work unless one knows what something is good for.
Mr. Lasse Laaksonen (Nokia) pointed to the last sentence of section 2.4 and he wondered if Nokia’s understanding of pass-through is the same as for Dolby. He noted that Dolby does not think this is a great feature, while Nokia’s understanding is that it is a very good feature, and he asked if one would permit or exclude such operation. He added that pass-through operation means that one receives at the decoder interface the same format as seen at the encoder, at least at some bit rates, and this may either be based on signaling at encoder or it may be a default operation.
Mr. Markus Multrus (Fraunhofer) stated that if a codec supports channel, scene and object audio and one puts a format on the encoder input and for full support one expects that pass-through is well covered by design constraints.
Mr. Stéphane Ragot (Orange) asked to clarify why pass-through would not be supported at low bit rates, which may be seen a contradiction for the proposed general applicability of pass-through. Mr. Markus Multrus (Fraunhofer) stated that this is motivated by the wide range of bit rates from 5.9 to 512 kbit/s (with some bit rates in square brackets) in design constraints. He gave the example of 5.1 input and he stated that one may not support 5.1 when switching down bit rate down to 8 kbit/s. He commented that this is similar to the SWB feature in EVS which is not supported below 9.6 kbit/s, and the EVS codec does not stop coding but it would simply switch back to wideband.
Mr. Stefan Bruhn (Dolby) stated that one of the problems with pass-through is that it is not consistent on the whole operation range, and one has to introduce additional rules, which is more complicated. He stated that they may be debates up to which bit rates pass-through operation is required or not, which may be a very complicated discussion. He referred to the IVAS WID where IVAS is an extension of EVS, and he stated that the envisioned playout configurations are headphones, tablet modes, speakers of device, and pass-through is not needed for this kind of operation. He commented that the WID specifies channel-based, object-based and scene-based audio, and he did not think that it is unlikely not get something that is not listened to. He stated that there is always the possibility to get the audio rendered and one has to make sure that it is rendered with the default renderer that fulfils a quality. He commented that it’s a private decision by the codec designer what transparent format the codec has.
Mr. Markus Multrus (Fraunhofer) that that this very dangerous territory, when mandating a codec to support certain formats and all these formats have their own characteristics; he commented that an object can assemble a sound scene and one can manipulate objects on rendering (per object) for a communication scenario. He stated that one could attenuate or amplify certain participants, and it is up to the proponents whether this feature should be supported or not, then this restricts the performance of the codec in a significant way, and he was not sure that this the way the WID was defined.
Mr. Stéphane Ragot (Orange) commented that objects are not yet fully defined and there are proposals for MASA support in IVAS and he wondered what would be meant by pass-through for objects or MASA.
Mr. Tomas Toftgard (Ericsson) stated that the principle for pass-through is to get out what one puts in, but there are limitations due to bit rate, and one wants to guarantee certain quality. He stated that one has to handle the case of many channels in input and bad quality. Mr. Stefan Bruhn (Dolby) did not understand what was the value of getting a format that is put in the codec if listening is over headphone. He preferred to look at what is the rendered signal with a certain complexity and a certain delay budget. He noted that one may connect to an external renderer, but it is not essential that the external renderer sees ambisonic. He took the example of an ambisonic input that is represented with MASA, and he stated that the output of the rendered quality was reported by Nokia to be better.  Mr. Tomas Toftgard (Ericsson) stated that it would be the functionality of the provided renderer to see how to renderer a signal if one does not get ambisonics. Mr. Stefan Bruhn (Dolby) commented that the group is standardizing the combination of encoder, decoder and renderer. Mr. Tomas Toftgard (Ericsson) stated that it could be a lengthy process if one has to support interactions, and this could be left out for external rendering that would have a wide support for future use cases.
Mr. Stefan Bruhn (Dolby) stated that more discussion is needed on object-based pass-through, and he commented that if one puts certain signals and give the encoder certain bit rate, one might not be happy to get this object distorted, and if the codec decides the bit allocation, it may be difficult to make manipulations with this object, and more discussions are needed, He stated that may consider various options to give objects certain bit rate and one may use separate streams. Mr. Tomas Toftgard (Ericsson) stated that a benefit of standardization is that there is testing to know how the codec operates.
Mr. Stefan Bruhn (Dolby) stated that it is difficult to have pass-through and test it, that one could provide certain objects at the encoder and send them as separate instances by setting the desired bit rate without hoping that transmission resources competes with each other and the rest of an input ambisonics bed would be transmitted.
Mr. Tomas Toftgard (Ericsson) stated that if one sends streams with an input object and one is not sure you get the object out, this is not acceptable and one must get the object out.
Mr. Stefan Doehla (Fraunhofer) stated that the codec is digital representation of the input, and for lossy coding one gets what was put in plus artefacts. He stated that the rendering part is a feature, it is an add-on, and the basic functionality of coding should not be disregarded, and he wondered why we use the 3D audio formats and one could just do stereo.
Mr. Nils Peters (Qualcomm) referred to a Dolby input in Busan on stereo renderer and binaural renderer, and he stated this logic implies that it is important to support an external renderer, to get an output and benefit from those features. He commented on Dolby’s statement that IVAS is standardizing the encoder, decoder, renderer, while Dolby previously expressed to minimize the output format. Mr. Stefan Bruhn (Dolby) stated that it is clear from the WID that IVAS will provide encoder, decoder, and renderer. He added that the IVAS should offer for any type of input the best possible quality, and on top of that one may have certain desires on what the codec should provide, which may be things that a candidate has put into the codec. He noted that it is not fully specified whether what has been put into the codec is what the decoder needs to know, and there is some kind of signaling penalty to make this available to the decoder. He wondered if this is necessary. 
The discussion was then parked.
Later, the EVS SWG Chairman invited to discuss about pass-through.
Mr. Stefan Bruhn (Dolby) noted that this is a discussion input from Nokia, and the previous discussions gave examples worth of further consideration on the scope of the work item. He noted that there are different interpretations, nevertheless a take-out from discussions is that to converge somehow to get a codec that is standardized in a limited time frame and limited complexity one has to be careful and look at proposals one by one and see how they can be inferred from the WID.
Mr. Tomas Toftgard (Ericsson) stated that it is good to have a look at the WID and if one proposes a feature like video coding, it is clearly out of scope. He commented that Ericsson proposed things that are inside the scope, but we might have different interpretations and that is why one needs to discuss.
The EVS SWG Chairman asked if the discussion could be closed.
Mr. Stefan Doehla (Fraunhofer) asked if Nokia’s proposal is to do second step after first step, and discuss rendering but focus on entire codec. He asked if it is a good understanding that pass-through is a basic mode of the codec.
Mr. Lasse Laaksonen (Nokia) stated that this document was to put in writing Nokia’s view of the work item scope, to really bring to everyone’s attention that this view from Dolby is not something Nokia agrees on. He stated that Nokia doesn’t think that there are lots of proposals out of the work item scope, and everyone is looking at the WID and at market needs and so on. He commented that there are no concerns that SA4 has extended the WID in any direction to deviate from the original purpose, and he shared concern that progress is slow and there is a need to be pragmatic in this work item. He emphasized the need to put focus and not create any secondary process on the side by classifying features before even agreeing on the features.
Conclusion:
S4-190698 was initially parked then noted.


Design constraints

Mr. Tomas Toftgard presented S4-190667 IVAS rendering control, from Ericsson LM
Comments / questions: 
The EVS SWG Chairman commented on the wording ‘at most 50 Hz’. Mr. Tomas Toftgard (Ericsson) clarified that the constraint would be at least X Hz, where 50 is just an example that could be relaxed. Mr. Cal Armstrong (Huawei) stated that it might be easier to have ‘less than 50 Hz’. Mr. Tomas Toftgard (Ericsson) clarified that the range should 50 Hz or higher in this example.
Mr. Tomas Toftgard (Ericsson) stated that the switch between diegetic and non-diegetic on the fly was a proposal from Nokia. Mr. Stefan Bruhn (Dolby) commented that the feature to switch on a frame basis is for discussion, and he asked why this is needed on such high time resolution; he also wondered what the IVAS encoder and decoder would do with this information that certain audio is diegetic or not. He stated that this is relevant for the renderer, and the encoder or decoder may benefit from it, and this is not constraint. He stated that a constraint is that diegetic content is rendered correctly.
Mr. Tomas Toftgard (Ericsson) stated that one must define the input to the encoder, and this is not mentioned in the headphone presentation box. He commented that this could otherwise be specified on the decoder side only.
Mr. Stefan Bruhn (Dolby) stated that there are two kinds of audio input (diegetic and non-diegetic), with metadata associated, and what a codec does with this metadata is up to the proponent.  Mr. Milan Jelinek (VoiceAge) stated that one needs a way to support this information at the encoder, and one have to supply this input data. Mr. Lasse Laaksonen (Nokia) clarified that Nokia’s view is that this switching is not seen as a feature on frame by frame, which would be silly, but the ability at the input would be to do less frequent switching that would be instantly seen at the decoder, and he was not sure about the exact wording. He did not see the need to allow frequent back-to-back changes between the types.
Mr. Stefan Doehla (Fraunhofer) wondered what is the user experience if the user rotates his/her head, and he stated that it depends on user action. He noted that the switch happens at the encoder side and he wondered what is the application and the use case. Mr. Lasse Laaksonen (Nokia) clarified that this may reflect the default intended orientation of the scene, triggered by the input.
Mr. Stéphane Ragot (Orange) asked to clarify what is the use case and the addressed problem. Mr. Tomas Toftgard (Ericsson) clarified that the proposal is not to have switching every frame and he was open to another formulation and one needs to see it the dynamic switching is needed. 
Mr. Stéphane Ragot (Orange) asked why there are differences in definitions (‘in relation to listening environment’ vs. ‘in relation to listener’s head’) and also what is the definition of ‘streams’.  Mr. Tomas Toftgard (Ericsson) clarified that an audio stream could be mono, another could be stereo, and stream is a common term.
Mr. Milan Jelinek (VoiceAge) asked to provide an example on when one wants to switch between diegetic or non-diegetic. Mr. Tomas Toftgard (Ericsson) did not foresee the use case, this was and he stated that this was a request from the telco to keep it open.
Mr. Stefan Bruhn (Dolby) stated that all parties want the same thing: there is diegetic content and non-diegetic content and one does not need to struggle to put this as a constraint for the codec. He commented one usually has control on the codec at the command line to dynamically to change, and this can be some kind of information in a metadata file, to make sure this is a properly in the system.
The EVS SWG Chairman suggested parking this discussion at some point, as there is another input from Dolby on metadata for audio put in the system. He stated that a system may render the audio independently of this metadata.
Mr. Tomas Toftgard (Ericsson) stated that the interface can be metadata or command line, which is not important, and it is just an input to the encoder.
Mr. Nils Peters (Qualcomm) stated that the proposed text is just relevant for head tracked, and he asked what happens for static binaural and how one would test that feature. Mr. Tomas Toftgard (Ericsson) stated that even if one specifies that content should be diegetic if there is no head tracker the orientation cannot change. Mr. Nils Peters (Qualcomm) stated that one may use a dial or slider and he asked if it would be up to the user to make decision on switching. Mr. Tomas Toftgard (Ericsson) stated that the user may want to lock the scene.
Mr. Milan Jelinek (VoiceAge) supported the principle of defining if a stream is diegetic or not and he stated that the text could say that the codec shall support information that a stream is diegetic or not. Mr. Tomas Toftgard (Ericsson) clarified that the definition previously proposed by Ericsson was more specific and it is now simplified.
Mr. Stéphane Ragot (Orange) stated that the proposed edits on the direct headphone presentation and definitions may be better handled in an editing session.
Mr. Stefan Bruhn (Dolby) stated that he would like to avoid to spread out things implied by metadata, and how things are rendered. Mr. Tomas Toftgard (Ericsson) stated that the proposal tries to keep the way used before, for instance for sampling rate. He stated that the formulation may be changed to highlight that one needs to discuss dynamics. He was open for different formulations during the editing session.
The EVS SWG Chairman summarized that for the box “Diegetic and Non-diegetic audio” first line “The IVAS codec shall support diegetic and non-diegetic input audio streams.” would go to the editing draft and the second (in brackets) would go with TBD. He added that the box “Direct headphone presentation” and brackets would go in brackets.
Mr. Stéphane Ragot (Orange) proposed an editor’s note: switching TBD, since the use cases are not understood. He also suggested to include the headphone presentation box in brackets for online editing.
Conclusion:
S4-190667 was initially parked and then noted. 
The first sentence of the box “Diegetic and Non-diegetic audio” the box “Direct headphone presentation” and definitions will go to working draft for further editing (in brackets), and the second sentence of the box “Diegetic and Non-diegetic audio” will be an editor’s note on switching TBD

Mr. Markus Multrus presented S4-190692 On the Importance of the Pass-Through Mode, from Fraunhofer IIS
Comments / questions: 
The EVS SWG Chairman asked why performance requirements are used in the last sentence “The exact bitrates for which pass-through operation is to be supported is specified in IVAS Performance Requirements (IVAS-3)”, and not design constraints.  Mr. Markus Multrus (Fraunhofer) stated that there is a huge set of bit rates from 5.9 to 512 kbit/s and he stated that for EVS the bit rate to support SWB was resolved in the performance requirements. He stated that the understanding is to do the same but he was very open to have it in design constraints.
Mr. Milan Jelinek (VoiceAge) stated that one should follow the principles used in EVS, unless they proved not appropriate, in the interest of time, as there are lots of things to do.
Mr. Stefan Bruhn (Dolby) stated that Dolby provided a contribution on pass-through with arguments against, and Dolby might want to resubmit it if one wants to repeat the discussion. He commented that there are certain assumptions that are not right, and he did not understand what is meant with ‘traditionally’. He stated that speech codecs are mono or at maximum stereo, and this is not the same thing as in IVAS, for which according to the WID, the signal will be put into the codec and will be rendered. He preferred to concentrate on the main rendering instrument which is headphones. He commented on the statement that ‘only pass through would guarantee unconstrained audio quality’, he commented that for lower bit rates one cannot guarantee pass-through, and this shows that pass-through does not guarantee unconstrained quality and there has to be other representations. He commented on the statement about flexibility for 3DoF, and stated that even if the input is ambisonics but output is mixed ambisonics + objects, the formats allows rotations for 3DoF, he commented that some things on the renderer are not part of the WID.
Mr. Lasse Laaksonen (Nokia) regarding ability to maintain quality by use of pass-through mode, we are not in full agreement with what Stefan Bruhn (Dolby) just said, we really see that pass-through does enable signal pass that is free of transformation and we know some format transformations do degrade quality, this is observed in rendered output, whether internal or external, which we believe is important for market, this is an advantage for the pass-through mode we see, there is quite extensive experience in the market about this fact, I agree it is not spelled out for WID, but this is a fact, we see a degradation when certain formats are in place, we should avoid that and should allow for highest qualiyy possible.
Mr. Tomas Toftgard (Ericsson) stated that certain formats have properties, one might upmix to objects from ambisonics, or might go to HOA, but one cannot keep properties of the signal. He stated that if one does not know how to render, the pass-through mode is the best format ot use.
Mr. Markus Multrus (Fraunhofer) commented on Dolby’s example that both ambisonics and objects can allow for easy rotation, and he stated that objects only allow for easy manipulation of level, and if they are converted to ambisonics, this property is lost.
Mr. Stefan Bruhn (Dolby) commented on the expectation that get the pass-through mode and reducing bit rate, he stated that one cannot do pass-through any longer, one degrades quality with things depending on codec design. He stated that Fraunhofer takes their codec design and proposes it for a requirement, which is not the way to specify the codec.
Mr. Markus Multrus (Fraunhofer) asked how the decision on supporting SWB only was done for EVS. Mr. Milan Jelinek (VoiceAge) stated that this was done with a collection of experts. Mr. Tomas Toftgard (Ericsson) stated that one cannot do whatever one likes due to technology limitations, e.g. one cannot have 5.9 kbit/s lossless, so features must be based on experience.
Mr. Stéphane Ragot (Orange) appreciated the credit given to previous Orange inputs. He stated that Orange proposed pass-through for a different purpose than a systematic decoupling of codec and rendering. He highlighted that it is important to test the overall quality of the solution including renderer. He clarified that Orange supports pass-through when the input/output format is identical and can be directly rendered (e.g. binaural or 5.1 input/playback). He noted that Orange also suggested pass-through for ambisonics because as an operator it may be interesting to compared IVAS against Opus which has no renderer defined. He commented that many discussions took place on pass-through, some companies extended the initial concept to the overall codec, and concerns were expressed on testing aspects and potentially the impact on the codec architectures as pass-through may put a strong constraint on a codec architecture (at least one would have some signaling bits in the bitstream for instance, so it already removes some freedom for codec design). He noted that there are many views expressed on pass-through and all inputs should be jointly discussed for better progress.
The EVS SWG Chairman noted that there are several documents on the pass-through mode, and for this reason he invites those who prefer a specification of pass-through to bring arguments convincing those who are not in favor. He also invited those who have reservations to spell out what is the concern on the basis of inputs.
Mr. Stefan Bruhn (Dolby) stated that EVS is different from IVAS, still if one puts a FB signal and gets bit rate adaptation one cannot be sure one gets FB, and there is no pass-through in terms of providing bandwidth. Mr. Markus Multrus (Fraunhofer) commented that many operators rely on SWB. Mr. Stefan Bruhn (Dolby) stated that Dolby does not want to constrain the codec design because Fraunhofer has certain views on how to do the IVAS codec. Mr. Markus Multrus (Fraunhofer) referred to the WID, and he stated that one expects to provide the encoded format to a decoder, to get the same format. Mr. Stefan Bruhn (Dolby) commented that if pass-through cannot be guaranteed at certain bit rates one can wonder what is pass-through.
Conclusion:
S4-190692 was noted. 

Mr. Stefan Doehla presented S4-190693 On Complexity and Delay Constraints for IVAS, from Fraunhofer IIS
Comments / questions: 
Mr. Stéphane Ragot (Orange) commented that the codec is negotiated but not delay and there is terminal certification in place to guarantee maximum UE delay. He asked if the proposal is to define profiles or levels for IVAS.
Mr. Stefan Doehla (Fraunhofer) stated that the intention is not to define profiles or levels, however the WID has the objective to target a variety of device classes, and one has to find a balance between complexity and cost, and this hints that IVAS has multiple options for support, and this needs to be addressed differently. He commented that stereo coding has different requirements than high-quality scene-based audio.
Mr. Stefan Bruhn (Dolby) was concerned by the underlying thinking in this contribution, where one wants to define delay and maybe complexity from a technology perspective, rather than a service view. He commented that when it comes to delay, one should have a view on what is suitable, which needs an end-to-end view and it should not be the other way around, when one waits until all designs are ready.
Mr. Stefan Doehla (Fraunhofer) stated that it is essential that the delay constraint addresses the desire to reach maximum quality of experience, and the combination of the two will go for a communication session. He commented that maximum QoE should be the target, and depending on codec design, the group has to come to a good compromise to get the maximum QoE. He referred to terminal end to end delay, and stated that for acoustic front ends SA4 tried to find a delay number to give flexibility. He commented that there is a codec with many possibilities, with an internal or external renderer, and he encouraged proponents to contribute something. Mr. Stefan Bruhn (Dolby) acknowledged this view to maximize user experience and service quality. He stated that this implies to include all components (including the renderer), to really have a single figure that would be appropriate for the complete system.
Mr. Stefan Doehla (Fraunhofer) stated that in IVAS there are different formats, and one wants to maximize quality of experience. He stated that having a single delay figure, low QoE is guaranteed, if the codec is not reaching the technical limit of the state of the art. He preferred to define figures depending on design constraints an let all experts decide what are appropriate constraints.
The EVS SWG Chairman asked on what would depend various algorithmic delay figures. He noted that one needs a service view according to Dolby, which means a usage scenario, and delay figure can be different if one has stereo conferencing or VR conferencing.
Mr. Stefan Doehla (Fraunhofer) stated that delay would depend on the input and output formats and rendering options, whether the output is rendered by the decoder (default renderer) or an external renderer. He did not want to penalize the external renderer. 
Mr. Stefan Bruhn (Dolby) asked why the external renderer is introduce and why one would allow different delay figures. He stated that this makes no sense
Mr. Stéphane Ragot (Orange) stated that the external renderer is not really in the scope of IVAS but it could be handled by ATIAS and he noted that for EVS a single delay requirement was defined. 
Mr. Stefan Doehla (Fraunhofer) wondered if the example of EVS was to be followed. He was concerned that delay would be dominated by the mode with highest delay, and all operation modes are not really reaching this design constraints would have no incentive to keep delay as low as possible.
Mr. Stéphane Ragot (Orange) asked to clarify the proposal with regards to QoE and delay. Mr. Stefan Doehla (Fraunhofer) referred to the E-model. He stated that there should be more than one figure.
Mr. Stefan Bruhn (Dolby) commented that the proposal is complicated and not very clear, and one does not know how to find the optimal QoE in multidimensional space. He stated that if one connects some external renderer with some extra delay, you would argue that this extra delay, which is an impairment of QoE, would be compensated by extra performance. He commented that this is a very difficult case to show, if one wants to make something reasonable. He recalled that Dolby had a use case perspective and one can have different desired delays. He commented that one can have longer delay for a codec in streaming mode, and a conversational scenario needs to be more restrictive with regards to delay. He stated that no one knows the exact optimum for QoE but one can make certain assumptions. He recalled that Dolby made some proposals on delay and he did not think this constraint can be kept open.
Mr. Milan Jelinek (VoiceAge) commented that one advantage with the proposal is where the codec expects external rendering, and the constraints depends on whether rendering is included or not. He had concerns with setting only the overall delay that there might be 0 delay left for the external rendering. He stated that if one is serious with external third party rendering capability, this differentiation (different delays for encoder+decoder and encoder+decoder+internal renderer) makes sense.
Mr. Vaclav Eksler (VoiceAge) stated that fort the EVS codec there are 2 different delays with one with a lower delay for the 8 kHz input/output case. Mr. Stefan Bruhn (Dolby) stated that there was only one constraint (32 ms). Mr. Markus Multrus (Fraunhofer) stated that there were two: one for mono, another for stereo.
The EVS SWG Chairman stated that EVS had one delay figure, but this was a more monolithic application case which is telephony.
Conclusion:
S4-190693 was noted. 

Mr. Lasse Laaksonen presented S4-190694 On IVAS complexity constraint, from Nokia Corporation
Comments / questions: 
Mr. Tomas Toftgard (Ericsson) commented on the average and worst-case complexity and he noted that a device that have stereo input would have certain limitations, he asked if the weighted average would meet the requirements from the device. Mr. Lasse Laaksonen (Nokia) clarified that one cannot guarantee that, one needs to consider setting design constraints individually for each input format types to do that, but this would be a lengthy discussion. He stated that an easier alternative is to consider averages of operation modes.
Mr. Stefan Bruhn (Dolby) supported not making things complicated, and he noted that there is a proposal about weighted averages, he commented that one could debate on weighting factors.  He wondered if the intention is to have a codec separated in various profiles. He commented that Dolby understands the codec to be implementable on all devices, which is similar to EVS where the codec shall be implementable. He commented that profiles may not something to achieve, and he preferred to set some kind of reasonable worst-case complexity for the complete system and default operation, including the default renderer. He commented that a terminal manufacturer may want to differentiate with an external renderer, which is extra cost, and it is reasonable to assume that there is extra cost in terms of complexity. since it is not specified. He stated that one cannot make assumptions on the complexity of the external renderer and it is up to the manufacturer to stay in the complexity budget for the device.
Mr. Lasse Laaksonen (Nokia) commented on profiling, and he stated that the understanding is not to have profiles. He understood IVAS as a general-purpose codec as whole, and depending on device, it is likely to see only some limited set of inputs that are encoded by that single device. He stated that vendors can decide themselves which inputs their devices provide, and it is also important in terms of supporting successful deployment of the codec that IVAS supports a variety of devices, rather than creating profiles. 
The EVS SWG Chairman noted that this input triggered a useful point on the granularity of defining for complexity, and one can have one figure irrespective of bit rate, audio formats, or one may define a multidimensional set of requirements. He invited to make up one’s mind to find a middle ground to define complexity figures. He differentiated the case of stereo conferencing codec with SWB and broadcast encoding at high bit rates with many channels.
Mr. Tomas Toftgard (Ericsson) supported the idea of setting goals on complexity for lower-end devices operation, without saying profiles, but having some different sets for lower operation. He did not expect delay would be like EVS, and he expected some extra margin which depends on the format where the margin would be larger if one needs a more complex rendering. Mr. Stefan Bruhn (Dolby) stated that this is what a profiling would mean, less powerful terminals would support a subset of the IVAS codec, and apparently vendors would only implement the subset of the codec that fits in the limit of their phone. Mr. Tomas Toftgard (Ericsson) stated that if one has a specific capture (e.g. stereo) one would verify that the limit is met, which is not a profile, but more an adaptation of specific input formats.
Conclusion:
S4-190694 was noted. 

Mr. Lasse Laaksonen presented S4-190697 On importance of smartphone-based immersive audio capture support in IVAS, from Nokia Corporation
Comments / questions: 
Mr. Stefan Bruhn (Dolby) stated that one could be sure that Nokia knows more about MASA than anybody else, and the information received in SA4 was Nokia’s evaluation. He assumed that this was done based on the MATLAB framework, and this simulation framework makes some kind of MASA metadata analysis based on the ambisonics representation and selects microphone channels. He commented that listening test data showed that the performance over FOA is improved, and this is reasonable to assume that this can be achieved. He commented that there was nothing supporting claims on improved quality for practical devices. He commented that MASA capture may be as good as a 2nd or 3rd order ambisonic representation and he invited evidence for the value of MASA for practical devices.
Mr. Lasse Laaksonen (Nokia) stated that results provided in Fukuoka and Kista were based on devices in the market or prototype devices, which are practical devices, not MATLAB code. He stated that several manufacturers have or have had spatial audio capture in the market, but he did not see such manufacturers in the ongoing EVS SWG session. He commented that Nokia was the first with a product launch in 2014, and the situation has been really unchanged since 2014, a parametric capture is utilized in all such systems, and going to an intermediate format has so far shown to be a quality degradation. He commented that going to some upmixed intermediate format increases the amount of data, and it is also a very clear compression problem.
Mr. Stefan Bruhn (Dolby) stated that it is important to get some kind of performance requirements on the MASA capture to ensure there is really the quality that Nokia promises, and SA4 depends on a specification to allow to judge under what circumstances MASA capture is really correct, and this is something missing before going to conclusions that MASA is delivering promises.
Mr. Lasse Laaksonen (Nokia) asked if Dolby’s understanding is that ambisonics is utilized for mobile devices. He commented that it was shown that it is a quality hit. He asked if Dolby sees immersive audio capture from smartphones to be relevant. Mr. Stefan Bruhn (Dolby) confirmed that Dolby see some relevance. Mr. Lasse Laaksonen (Nokia) asked what would be the format to be used for that capture. Mr. Stefan Bruhn (Dolby) stated that a well-understood format is ambisonics, and FOA is limited, he asked what would be the benefit of MASA over an ambisonics capture if one likes to get some kind of more compact representation. He stated that one can do MASA parametrization in the IVAS encoder to bring down the number of channels to be transmitted.
Mr. Lasse Laaksonen (Nokia) showed a specific device and asked how to fit a spherical microphone array in this device, considering all shadowing, the screen, etc. Mr. Stefan Bruhn (Dolby) stated that one can do some kind of analysis of spatial scene, in any case it will be necessary to do processing in the mobile device to allow providing sufficient resolution.
Mr. Lasse Laaksonen (Nokia) stated that one indeed needs an adaptive parametric analysis, and Nokia has shown that there is a quality hit with subsequent format transformation. He did not want to open another can of worms, this discussion on the format transformation is similar to pass-through. He stated that there is a quality hit when one makes format transformations, this was demonstrated, and no one has been able to have FOA or HOA directly from a smartphone. He commented that this is just a device dimension and shadowing problem that makes it impossible. He stated that the optimal quality is to maintain a parametric representation until rendering if possible and if it dictates to render to another format then do it only in the final rendering,and this way one never entails a quality degradation when not necessary.
Mr. Nils Peters (Qualcomm) commented that Qualcomm demonstrated a 5.1 smartphone capture in 2012 at CES and he stated that one has to allow input formats depending on vendor, he commented that other formats than MASA are already available. 
Mr. Lasse Laaksonen (Nokia) stated that all immersive formats have a problem of reference, some type of rendering needs to be done for the reference, and the only true reference is the reference scene. He commented that the format cannot be directly reproduced. He commented on the commonly agreed rendering, and stated that Nokia tried to accommodate contributions from the industry to include as many views to make this format that would be suitable for everyone.
Mr. Stéphane Ragot (Orange) stated that if a proponent is not a vendor, this proponent may not have access to all details, and he recalled that Orange expressed concerns in the past, and he stated that MASA is already a kind of DirAC codec, which is already an ‘small IVAS codec’. He stated that a proponent that is not a vendor having access to all details of such format can raises many concerns on the fairness for the codec development. He suggested discussing this offline.
Conclusion:
S4-190697 was noted. 

Mr. Stefan Doehla presented S4-190721 Support for Multi-Party Communication, from Fraunhofer IIS
Comments / questions: 
Mr. Stefan Bruhn (Dolby) stated that this input resonates with Dolby’s proposal for enabling the 6DoF conferencing use case, assuming one can receive and render multiple stream. He commented that existing codecs from AMR to EVS can already be used in a multi-party communication scenario without MCU, which is not a codec issue, but a matter to make sure that a device can receive multiple streams, to do decoding and mixing. He stated that this is a system aspect and wondered if this makes a constraint.
Mr. Markus Multrus (Fraunhofer) stated that a difference to existing codecs is that IVAS will be first 3GPP to provide a spatial rendering engine to render those streams. Mr. Stefan Bruhn (Dolby) stated that one can call it spatial rendering engine or audio mixer as present in existing devices.
The EVS SWG Chairman commented that server-based is relevant.
Mr. Stéphane Ragot (Orange) asked to clarify what is a ‘framework’ and what is the constraint.
Mr. Stefan Doehla (Fraunhofer) commented on the target application for IVAS and he stated that potential design constraints are also relevant for ITT4RT. He stated that there would be multiple encoders, and they might operate in different sent formats, also with different packet losses, and the user should get a consistent experience with streams from all participants. He stated that one needs something to enable multiple decoders running, where each decoder is for a stream which is the most straightforward solution. He commented that multiple decoders need to be compared to existing mono sessions where a maximum is a 3-party call.
Mr. Stéphane Ragot (Orange) requested more details on the assumed systems and what this constraint is needed for IVAS.
Mr. Takehiro Moriya (NTT) confirmed that peer-to-peer communication means that the decoder has to undo multiple decoding, and he stated that for server-based architectures an MCU can forward multiple streams to one decoder, and this can perfectly avoid tandem coding, so he thought it is important to have a functionality to decode simultaneously multiple streams. He commented that even with a server-based architecture, this functionality should be mandated.
Mr. Stefan Doehla (Fraunhofer) stated that it does not matter whether a UE or MRF actually gets the stream, and somebody has to handle streams, so the problem will exist.
Mr. Huan-Yu Su (Huawei) commented that multiple encoders will be handled by a unit either network or end point, this is a system level, not an IVAS issue. He supported this view that an end point will only receive one version of combined media stream codec part, and the renderer part is not clear, when there are different encoders, and whether one relies on one renderer.
Mr. Takehiro Moriya (NTT) stated that the IVAS decoder can decode each stream and render as decoder needs, and the IVAS decoder is the rendering engine for multiple streams.
Mr. Hiroyuki Ehara (Panasonic) commented on the framework for decoding/rendering, and he asked how this is rendered after decoding. He commented that there are two or multiple streams as input and all this is decoded, and he asked if all decoded signals are mixed and rendered in one context or selectively or independently rendered.
Mr. Stefan Doehla (Fraunhofer) took the example of an audio recording of an SA4 session with a remote person sending a mono object, he stated that one needs to decode the stream, and it needs to happen, which is not a matter for IVAS. He stated that the service may be server-based and he noted that in MTSI there are different architectures (including telepresence and MMCMH), and there may be different deployments on the same service. He commented that the problem needs to be handled, it is up to the proponents, and streams are decoded individually to allow interaction. 
Mr. Stéphane Ragot (Orange) stated that the design constraint proposal was not clear.
Mr. Stefan Doehla (Fraunhofer) stated that the proposal is asking for a functionality, and the wording is derived from the DTX framework, everybody understand what is meant in the end.
Mr. Stefan Bruhn (Dolby) stated that as a codec implementer it is difficult to understand this proposal to get several streams and several instances to the decoder. He commented that the whole thing has to fit in the complexity design constraint. He invited to cover such consideration in the complexity design constraint.
Mr. Stefan Doehla (Fraunhofer) stated that one may implement this by running multiple decoders, but in any case, one needs to ask candidates how to decode and render from multiple inputs.
Mr. Hiroyuki Ehara (Panasonic) noted that the proposal is for an input design constraint, and if this mode is used, this may be rephrased as a design constraint on the output format, because there are several multiple bitstreams and the proposal is on how to produce and renderer audio.
Conclusion:
S4-190721 was noted. 


Mr. Stéphane Ragot presented S4-190728 On delay and complexity design constraints for IVAS, from Orange
Comments / questions: 
The EVS SWG Chairman commented on the proposal to use fixed-point. Mr. Stéphane Ragot (Orange) clarified that there is nothing in IVAS-4 on complexity, and one proposal is to define the basops. The EVS SWG Chairman noted that this group worked on a new set of basops, and he wondered if there is any reason to go back.
Mr. Milan Jelinek (VoiceAge) recalled there was the FS_BASOP feasibility study and then a work item, where it was found that there is a mismatch between basic operators and modern processors. He stated that if one decides to use fixed point, then on should use STL2019. The EVS SWG Chairman commented that the proposal in this contribution says fixed-point is assumed but the set of basops is to be defined; he suggested using the latest version if fixed-point is used
Mr. Stefan Bruhn (Dolby) commented that there is now the FLC conformance, and there are certain things hard to measure if floating-point is used. He was curious to learn more whether there are approaches, before making too fast decision on fixed-point vs. floating point. He invited to check what is expected by the time when IVAS codec will be specified, what will be the relevant platforms, on what kind of processors the IVAS codec will be implemented, to make sure to match the hardware expected to be out when the codec gets deployed.
The EVS SWG Chairman asked what should be the STL version ‘if fixed-point is used’.
The SA4 Secretary stated that the latest version of G.191 is January 2019 and other versions are superseded. Mr. Stefan Doehla (Fraunhofer) commented that Cadence said the latest basops reflect platforms on the market, and he supported STL2019 if the group wants to use fixed-point. Mr. Stefan Bruhn (Dolby) stated that if one goes for fixed-point, one should go for the latest, unless there are even more up to date proposals.
Mr. Stefan Doehla (Fraunhofer) asked if the question on paragraph, for EVS, single figure for algorithmic
Mr. Tomas Toftgard (Ericsson) commented on the margins that accumulate to a too high total delay, he stated that one way to resolve this is to define constraints on total delay and the codec part only.
Mr. Stefan Bruhn (Dolby) commented on section 2 suggesting that end to end delay is not significantly larger than existing services, correct, taking EVS delay as reference point, and relaxing this somehow. He recalled that there were similar discussions for EVS stereo. Mr. Stéphane Ragot (Orange) stated that just like for EVS one will collect delay figures and have to allow for a fair participation.
The EVS SWG Chairman summarized that Orange expressed a preference for fixed-point implementation, and the latest STL version will be used if fixed-point implementation is required.
Conclusion:
S4-190728 was noted. The latest STL version will be used if fixed-point implementation is required.

Mr. Stéphane Ragot presented S4-190729 Proposals for IVAS Design Constraints, from Orange
Comments / questions: 
Mr. Markus Multrus (Fraunhofer) appreciated the proposal to try to converge on the mapping of input/output format. He noted that the proposal is here for output formats for channel-based, and he asked about rendered formats like ambisonics and object-based.
Mr. Stéphane Ragot (Orange) clarified that this was meant to a minimum agreeable set and he envisioned that other input formats like ambisonics and object-based could be handled during the editing session on IVAS-4.
Mr. Stefan Bruhn (Dolby) appreciated to have a suggested cleanup. He stated that currently IVAS-4 is very busy and complicated, and he preferred to concentrate on things that may be agreed upon. He commented on rendered output formats, and he stated that it is a good thing to list what is expected, and he also could see the need to extend the output for other input formats. He stated that one may skip the discussion about potential pass-through, and keep it at a level like in this proposal at the time being. He stated that one might add scene-based audio input for the rendered output format box and he expected binaural audio output, irrespective of whether there is pass-through or not.
Mr. Milan Jelinek (VoiceAge) considered the proposed input/output format combination as a minimum set to be agreeable, and he welcomed the effort to try to clean up. He stated that 3D audio format is missing and there was no decision on 7.1.4, which is still a missing immersive aspect and he invited to also converge on this.
Mr. Nils Peters (Qualcomm) asked to clarify what is meant for rendering from binaural to stereo, and he also commented on the external rendering performance requirements specified in ATIAS, he did not see this to be in the scope of ATIAS, which is more related to terminals and he stated that the external renderer has to be subjective tested.
Mr. Stéphane Ragot (Orange) commented that stereo and mono outputs are in brackets for the binaural audio input because this was not agreed. He commented that one may set performance requirements on external renderers in a way similar to JBM in 26.114 or as in 26.131 for acoustics.
Mr. Tomas Toftgard (Ericsson) commented on the input/output format table, and he stated that this is the minimum set that one should have, and in the proposal from Ericsson is that a good renderer should support 7.1 independently of the input format even if one would not foresee to test every point. He commented that one may now need post-rendering, if one gets another input format, and this might need additional rendering. Mr. Stéphane Ragot (Orange) stated that based on the previous discussions one may revisit the Ericsson proposal with respect to work item priorities and some extra cases might be covered as optional cases.
Mr. Stefan Bruhn (Dolby) stated that Dolby would like to have the capability to have any kind of loudspeaker configuration, and the question is how to formulate this in design constraints. He stated that, to define a minimum required set it may be a reasonable that for instance a 7.1 signal is also rendered as such, even though we may think and hope that there will be a more flexible solution that can do more. He commented that an alternative would be to completely decouple the render output and input format, but this causes more trouble than benefit. He stated that Dolby can live with this proposal because it focuses on a kind of minimum, always keeping in mind that more is desirable.
The EVS SWG Chairman stated that it appears there is support for this proposal, which can be potentially included in the design constraint working draft.
Mr. Nils Peters (Qualcomm) stated that the proposal for external rendering is not appropriate.
Mr. Milan Jelinek (VoiceAge) commented that it is not completely clear what is meant with stereo output for the binaural audio input, he noted that this is in brackets, and he wondered if stereo is something different than 2 channels that correspond to binaural audio. Mr. Stefan Bruhn (Dolby) commented that one may discuss how to define stereo out of a multichannel 7.1 input, and some work needed, to define stereo rendering.
Mr. Milan Jelinek (VoiceAge) stated that stereo out of a multichannel configuration is straightforward, however it is not clear what is meant stereo output for binaural audio.
Mr. Markus Multrus (Fraunhofer) recalled that Fraunhofer proposed to have document with definitions. Mr. Stefan Bruhn (Dolby) commented on the understanding of stereo as signal that can be put on a two-loudspeaker room system or put onto my tablet having two speakers.  He commented that one can take two binaural channels and play them on stereo, even if there could be something else to be done. Mr. Stefan Bruhn (Dolby) stated that the implication is that there is some kind of performance requirement based on certain definitions.
Mr. Milan Jelinek (VoiceAge) stated that design constraint is something that one has to support and will be tested. He preferred to define what the codec needs to provide. Mr. Stefan Bruhn (Dolby) commented on difference between binaural and stereo. Mr. Milan Jelinek (VoiceAge) stated that it is not clear what is the intent for stereo output for binaural input, whether it is not just plugging binaural channels into loudspeaker stereo system.
Mr. Stefan Bruhn (Dolby) stated that it is clear that one can create binaural audio output from a multichannel 7.1 input, and one might also think of operations to derive a stereo signal from a binaural audio input.
The EVS SWG Chairman noted that mono is always listed, also for a binaural audio input. Mr. Stéphane Ragot (Orange) clarified that this is for mono compatibility.
Mr. Tomas Toftgard (Ericsson) stated that the minimum set implies the need to do post-rendering (adding another renderer because the IVAS output is not matching). Mr. Stefan Bruhn (Dolby) asked if the binaural audio rendering for a 7.1 multichannel is post-rendering. Mr. Tomas Toftgard (Ericsson) clarified that if the IVAS renderer does not support a playback format, one needs to do something else. Mr. Stefan Bruhn (Dolby) commented that this may depend on proponents. Mr. Tomas Toftgard (Ericsson) commented that it would be recommended, but the proposal would be to have a subset of mandatory output formats.
Mr. Stefan Bruhn (Dolby) stated one would have a problem if a solution is standardized with the minimum set and a feature is not supported by the system. Mr. Tomas Toftgard (Ericsson) stated that there is a dependency on the input format and the output format.
The EVS SWG Chairman commented on the output format box, and he asked if one could include the proposal in the working draft with these two output formats in brackets not included. Mr. Stefan Bruhn (Dolby) preferred not to remove brackets. Mr. Stéphane Ragot (Orange) noted that mono may be clear, but there are debates for stereo. Mr. Cal Armstrong (Huawei) stated that there are issues than mono, when combining two channels with time delays into, and there can be filtering issues that can get even worse when combining channels together, so there are issues with both stereo and mono.
The EVS SWG Chairman proposed to include this table of input/output formats in IVAS-4 with an editor’s note stating that stereo and mono for binaural audio are to be clarified. Mr. Markus Multrus (Fraunhofer) suggested another editor’s note on output formats missing for other input formats. Mr. Stefan Doehla (Fraunhofer) suggested including rows for ambisonics and object-audio which are agreed input formats. Mr. Stéphane Ragot (Orange) suggested revisiting this issue when editing. 
Mr. Stefan Bruhn (Dolby) stated he could accept having this kind of approach and getting earlier proposals removed to converge on a minimum first. Mr. Stefan Doehla (Fraunhofer) commented that stereo and mono can be removed if there are editor’s note and text in brackets is not needed.
Mr. Milan Jelinek (VoiceAge) stated that the proposed way forward is a simplification pruning some of proposal while putting other proposals in brackets. He stated that he could live with brackets, provided it is clear that what was in brackets was not agreed.
The EVS SWG Chairman suggested considering the box on pass-through. Mr. Stéphane Ragot (Orange) clarified that this is under discussion, but not agreed, there is was removed to do the clean-up.
The EVS SWG Chairman invited commented on the box on external rendering.  Mr. Nils Peters (Qualcomm) expressed concerns that performance requirements are just based on objective metrics and he stated that this is insufficient for the rendering stage, and he wondered if one would use only objective metrics for the internal rendering. Mr. Stéphane Ragot (Orange) stated that this is similar to JBM where there are objective performance requirements because it may not be practical to require subjective tests; he noted that an alternative may be to use acoustic tests as in 26.131/26.132 with the full audio chain in a device.  Mr. Nils Peters (Qualcomm) stated that it is not clear if one has to render the performance part of receiver characteristics as such. He added that objective measures may be useful but they are not sufficient.
Mr. Stefan Bruhn (Dolby) commented that performance requirements on external renderer would not be part of the IVAS work item, and one may debate if such performance requirements on external renderer are part of ATIAS. He commented that if this is not the case on may think of subjective criteria, but there is no suitable work item for that, and a fair approach is to take this by objective measures.
Mr. Milan Jelinek (VoiceAge) stated that an external renderer is a solution which is, except for the interface, outside the IVAS work item. He commented that this is similar to PLC as an optional part to make the codec solution complete, but anybody who would not like to provide this may use the internal renderer. He stated that this is not standardized and this is for market differentiation and out of scope for 3GPP. Mr. Tomas Toftgard (Ericsson) stated that the external renderer is not specified, and what is in scope is the interface. Mr. Stéphane Ragot (Orange) stated that standardization is also about quality and there are key quality related specifications such as 26.131 and 26.132 for acoustics that are important for a managed communication service. He stated that the same should apply for IVAS-based services to guarantee quality and justify the deployment of IVAS.
Mr. Huan-Yu Su (Huawei) stated that IVAS with the internal renderer will be parts of the standard, there will be minimum performance requirements and certification, and it is up to vendor responsibility that a solution is better than the minimum solution and not worse. He commended that GSM had type approval. The SA4 Secretary recalled that GSM full rate was specified with an example, and every vendor could produce an alternative that could be better and characterized. The EVS SWG Chairman commented that the difference is that this is for external renderers, not the internal renderer, but guaranteeing service quality is a good way forward.
Mr. Huan-Yu Su (Huawei) stated that a procedure is needed to guarantee the service, and this cannot be left open.
The EVS SWG Chairman proposed, based on the discussions, maintaining the first bullet and removing brackets in the external render box requirement, and he suggested removing brackets. He suggested keeping the title of the box unchanged. He commented that the second bullet is not a design constraint and one have to find a way to convert it to an editor’s note.
The EVS SWG Chairman reviewed other changes to remaining boxes.
Mr. Stéphane Ragot (Orange) suggested skipping delay and complexity in the light of previous discussions.
Mr. Markus Multrus (Fraunhofer) suggested keeping some boxes with brackets because there was not much time for editing.
Conclusion:
S4-190729 was noted. 
It was agreed to implement the table on input/output format in IVAS-4 with the meaning of stereo and mono for binaural audio to be clarified with an editor’s note, and to update the external rendering box with brackets removed on the first bullet and the second bullet modified to an editor’s note.


Mr. Stefan Bruhn presented S4-190735 On Input Audio and Session Metadata and Behavioral Requirements of the IVAS Decoder/Renderer, from Dolby Laboratories Inc.
Comments / questions: 
Mr. Tomas Toftgard (Ericsson) commented on bullet b) on diegetic and non-diegetic audio, and he stated that the codec must be required to support the transmission of metadata, and in IVAS-4 there is only the support for diegetic and non-diegetic content.
Mr. Stefan Bruhn (Dolby) stated that metadata has to be available at the decoder otherwise on cannot render. Mr. Tomas Toftgard (Ericsson) commented that the proposal refers to the decoder side, and it is not clear if metadata is transmitted. Mr. Stefan Bruhn (Dolby) stated that there must be some kind of transmission channel, and the proposal is to give implementers all freedom to convey this information. Mr. Tomas Toftgard (Ericsson) referred to the proposed encoder interface by Ericsson. Mr. Stefan Bruhn (Dolby) stated that there are different views on what the interface is. He suggested adding a note that all necessary information has to be transmitted.
Mr. Tomas Toftgard (Ericsson) stated that the interface is a connection into the codec, and in the final implementation there may be a real time control parameter. Mr. Stefan Bruhn (Dolby) stated that there are many attributes, e.g.  binaural input, diegetic input, metadata for objects and one should have a consistent view on all these things to avoid spreading out the requirements in an unstructured way in IVAS-4. He stated that one has to define the expected behavior for the audio of the system.
Mr. Tomas Toftgard (Ericsson) referred to the Ericsson contribution, he stated that the behavior is implicit in design constraints, like sampling rate, formats, etc. and Dolby commented that it is not needed to duplicate information.
Mr. Milan Jelinek (VoiceAge) stated that the proposal defines what the encoder must understand from the metadata file, and the information can be provided in the command line or in a metadata document. Mr. Stefan Bruhn (Dolby) stated that IVAS should be a versatile codec addressing various use cases, and Dolby wants to see a possibility to support 6DoF conferencing, and some important use cases are overlooked and there is a risk to do IVAS in a limited way if an open metadata framework is not defined for future use cases. Mr. Lasse Laaksonen (Nokia) supported the view that it is important to specify well the type of metadata to be supported by the codec, and design constraints are a good place to do it. He asked if the proposal would be to specify only a combined metadata set for all input or whether separate metadata would be defined for various input formats. Mr. Stefan Bruhn (Dolby) clarified that this is for discussion, and he stated that one has to inform the IVAS system what are the input waveforms. He stated that it would be helpful to agree on certain spatial metadata formats.
Mr. Lasse Laaksonen (Nokia) commented on the first bullet of conclusions “to work on a consistent input audio and session metadata specification” and he asked if it is meant as high level specification consisting of several parts or a signal metadata specification covering all input formats. Mr. Stefan Bruhn (Dolby) stated that in VRStream the situation was a bit simplified since there was not a lot of time, and there were only objects, channels and scene-based inputs. He stated that things done in VRStream should only be a starting point, and there are more complex use cases to address. He invited to continue working on this and was open to proposal from other parties.
Mr. Milan Jelinek (VoiceAge) stated that he understands the proposal as the input to the encoder being an audio file with some metadata file that would avoid multiple command line options. Mr. Stefan Bruhn (Dolby) referred to the EVS case where one could control bit rate on frame by frame basis with a specified metadata file, and a similar idea is to have a metadata file to contain the signaling information.
Mr. Tomas Toftgard (Ericsson) stated that the input parameters for the codec may in the form of command lines or files for testing, but the real codec is real-time with no pre-defined files. Mr. Stefan Bruhn (Dolby) noted that the codec in a terminal would have to get this information in a different form, and some parameters are static session parameters, some other would have to be translated into RTP payload parameters.
He commented that parameters that have an effect on the receiver have to be conveyed, and that SDP is not competing against transmission resources as opposed to dynamic metadata. He stated that dynamic metadata may be part of competition and he recalled that for EVS bit rates below 24.4 kbit/s were assumed gross bit rates. He commented that one may agree on transport formats for this without competition to concentrate on the codec.
Mr. Tomas Toftgard (Ericsson) stated that one may need to put something in RTP payload or not, and it must be common understanding.
Mr. Milan Jelinek (VoiceAge) stated that there might be advantages to put things out of the payload, and he preferred the bit stream to be self-consistent similar to the EVS codec. Mr. Markus Multrus (Fraunhofer) supported this view. Mr. Huan-Yu Su (Huawei) stated that the signaling channel is part of the payload. Mr. Stefan Bruhn (Dolby) compared the situation with EVS, where some internal codec information may be put in the payload. Mr. Stefan Doehla (Fraunhofer) commented that hf-only makes EVS not self-explanatory, otherwise one can always decode EVS.
Mr. Stefan Doehla (Fraunhofer) stated asked if the VRStream approach with simple text files and WAV files could be good starting point. Mr. Stefan Bruhn (Dolby) commented that IVAS will address more diverse use cases, and most likely the VRStream approach is not sufficient, but one may avoid reinventing the wheel. He stated that static metadata may be contained in the filename, (as speaker positions for channel-based) and without having a concrete input, one should not go into the details.
Mr. Stefan Doehla (Fraunhofer) referred to the EVS process with the bit rate switching file, and he commented that in a modem one would not have such a file read line by line. Mr. Tomas Toftgard (Ericsson) stated that his could be handled in a processing plan, and this seems more an implementation for testing, not a design constraint.
Conclusion:
S4-190735 was noted. 


The IVAS-4 Editor (Mr. Huan-Yu Su, Huawei) presented a draft revision of IVAS-4.
This document was edited online.
Conclusion: 
The updated of IVAS-4 (v0.0.11) in S4-190833 was agreed. 



Testing

Mr. Tomas Toftgard presented S4-190668 IVAS testing, from Ericsson LM
Comments / questions: 
Mr. Stéphane Ragot (Orange) commented that somebody could bring a bad or not so good renderer but this could be used after the proposed informal selection and if wondered if this could bias the test. He also commented on the raised issue of differences in rendering, and there can equally be differences between candidates for coding artifacts on the signal, spatial image artifacts. He stated that choosing to favor a dimension or a source is an interpretation of the scene, so it is not different. He noted that claimed risk that results could be inconclusive, and he asked if there were grounds for making this statement and he invited to share test results. He also asked if Ericsson would consider more advanced testing with personalized HRTFs.
Mr. Tomas Toftgard (Ericsson) stated that loudspeaker testing can be used to avoid problem of personalized HRTF filters, and the contribution does not discuss how headphone testing will be done. He commented on the bias if a renderer is not so good and he stated that the point is that one cannot define a golden quality so one has to have one or more renderers to test different type of rendering and get some difference in performance. He commented that this will happen later if an external renderer is used and one might get different characteristics of rendering. He commented that rendering is artistic interpretation, and he noted that there may be different coding artefacts, but it is important not to increase them and avoid different artistic interpretations.
Mr. Stefan Bruhn (Dolby) stated that various comments are covered in Dolby contributions, and he commented that the contribution assumes that all codec would use the same formats with all renderers. He stated that as long as pass-through is not agreed, testing should not constrain the codec design, and usually one tries to come up with test design that does not constrain the codec. He stated that one allows for various solutions and looks for test methodologies that accommodate for various solutions.
Mr. Tomas Toftgard (Ericsson) commented that there is a connection between design constraints and testing, and it is good to present both and see how to test constraints. He stated that a design of the codec that cannot be tested will make selection difficult.
Mr. Stefan Bruhn (Dolby) commented that there were inputs from Fraunhofer on the benefit of reference testing, and he referred to VR Stream test 3 on which it was hard to draw conclusions. Mr. Tomas Toftgard (Ericsson) commented that in VRStream 3 Ericsson did a crosscheck and found issues, e.g.too complex items, but it was not clear what effect the headtracking had. He stated that one could improve testing by running CCR not exactly as in VRStream.
Mr. Lasse Laaksonen (Nokia) stated that VRStream had a problem that there was no comparison between codecs, and one should strive for tests that allow comparing proponent solutions.
The EVS SWG Chairman asked if the proposal could be agreed. Mr. Stefan Bruhn (Dolby) stated that this was putting pressure and he was surprised to get this question when the discussion did not converge. Mr. Tomas Toftgard (Ericsson) proposed to look at similarities and common grounds.
Conclusion:
S4-190668 was parked then noted. 


Mr. Stefan Bruhn presented S4-190670 On Reference Testing in IVAS Codec Selection, from Dolby Laboratories Inc.
Comments / questions: 
Mr. Markus Multrus (Fraunhofer) asked if ‘reference condition’ means ‘hidden reference’ or ‘direct’ but not reference codec. Mr. Stefan Bruhn (Dolby) confirmed this was the correct meaning.
Mr. Milan Jelinek (VoiceAge) commented that for the renderer to support individualized HRTFs/BRIRs, all subjects would need to get personalized HRFTs for testing. Mr. Stefan Bruhn (Dolby) stated that one should have the possibility to do this, and some labs may not do this. He stated that this is an important thing, especially because the target is having IVAS with headphones, so the proposal is to focus on headphone listening, and to make it as accurate as possible, such customization would be necessary. Mr. Milan Jelinek (VoiceAge) stated that VoiceAge did experiments with HRTF recordings in a professional external facility, and they were not convinced by effects, despites few hundred euros of HRTF measurement expenses. He assumed that such tests with naïve listeners can be expensive.  Mr. Stéphane Ragot (Orange) stated that it would not be good to do an evaluation for the spatial dimension with generic HRTFs and he commented that there can be individual HRTFs or personalized HRTFs.
Mr. Stefan Doehla (Fraunhofer) commented on the first bullet point, and he stated that his should involve rendering of original source content. He asked if it is envisioned to rendering for stereo. Mr. Stefan Bruhn (Dolby) stated that the rendering stage can be trivial and put audio directly on headphones or speakers. He clarified that Dolby is are opposed to taking pass-through operation and apply some common render to coded conditions.
Mr. Tomas Toftgard (Ericsson) referred to Ericsson’s input to have anchor points and he stated that the target quality could be done with the same rendering, and he did not see how to compare different codec candidates with different interpretations of the scene. He commented that the target, rendering is just artistic, and this would not allow the development of renderer technologies.
Mr. Stefan Bruhn (Dolby) took the example of MUSHRA with hidden reference and two CuTs with their own renderer, then one can directly see how they perform compared to each other, and we may have anchors which may be a kind of CuT condition if they come with their own renderer.
Mr. Milan Jelinek (VoiceAge) asked for confirmation that the reference was meant to be the performance target. Mr. Stefan Bruhn (Dolby) stated that the reference should be sufficiently high not to get problems, even if renderer has properties.
Mr. Cal Armstrong (Huawei) commented that when defining a single target renderer, results will depend on the question you ask, and it might end up that it sounds less like your target but sound better, or maybe it sounds less realistic but sounds better. Mr. Stefan Bruhn (Dolby) stated that the same problem occurs if a common renderer is applied to candidate, any common renderer can magnify effects, this is a fundamental problem. Mr. Markus Multrus (Fraunhofer) stated that one solution could be pass-through. Mr. Stefan Bruhn (Dolby) stated that this is not a solution. Mr. Markus Multrus (Fraunhofer) asked if tests would be limited to listening over headphones.
Mr. Stefan Bruhn (Dolby) stated that one should consider headphone testing for selection, and there are many benefits. He commented that there has not been much value in doing tests with a room loudspeaker system that is not realistic for the end user system, as there are few consumers that have a compliant 7.1.4 system. Mr. Markus Multrus (Fraunhofer) commented that to evaluating a codec, binaural testing may bring issues of back-front confusion and this is not an appropriate tool.
Conclusion:
S4-190670 was parked then noted. 



Mr. Stefan Bruhn presented S4-190673 On the Audio Rendering Instrument for IVAS Codec Selection, from Dolby Laboratories Inc.
Comments / questions: 
Mr. Tomas Toftgard (Ericsson) stated that testing procedures are designed to be controlled, even if people put loudspeakers in incorrect positions, one should have a controlled way of testing. He stated that EVS was not tested using phones, and the rendering instrument should be practical and avoid deficiencies like front-back confusion. He stated that if possible one should try to test headphone listening but one should not exclude loudspeaker tests. 
Mr. Nils Peters (Qualcomm) asked if listening over headphone means binauralized or stereo downmix. Mr. Stefan Bruhn (Dolby) clarified that binauralized is meant. He stated that there may be front-back confusion and other effects, in reality there will be rendering over headphones, and one needs the best quality with the specified renderer. He added that one can hope some kind of external renderer will be much better, but no one knows the quality and cost, and the solution in the standard has to be self-contained and not rely on external renderers that might come in future.
Mr. Tomas Toftgard (Ericsson) stated that for EVS headphones were used (not phones) and it was a way to more accurately evaluate. He stated that the same applies for loudspeakers.
Mr. Milan Jelinek (VoiceAge) stated that the request to see comparative results between speaker and binauralized rendering is fair. He commented that many things can go wrong with binauralization of 3D audio.
Mr. Stefan Bruhn (Dolby) stated if one assumes a large-scale test and naïve listeners, one would have to exclude speakers. Mr. Tomas Toftgard (Ericsson) stated that large scale testing with listeners in a listening room may be challenging. Mr. Milan Jelinek (VoiceAge) stated that that in his recollection BS.1116 allows for 4 listeners in the room. Mr. Stefan Bruhn (Dolby) stated that this is not a test with naïve listeners. Mr. Milan Jelinek (VoiceAge) stated that this could be adapted to DCR.
Mr. Nils Peters (Qualcomm) stated that for VRStream binaural headphones were not sufficient enough to evaluate quality, and he stated that head-tracking is essential when doing binauralization. He assumed similar HRTFs are used in reference and test conditions to avoid different rendering. Mr. Stefan Bruhn (Dolby) stated that he was open to discuss tests with head-tracking, and the same set of HRTFS shall be used for all conditions in this test.
Mr. Stefan Doehla (Fraunhofer) commented on the statement that 7.1.4 loudspeakers are not very common, and he stated that there are soundbars that support MPEG-H, Atmos, DTS:X. Mr. Stefan Bruhn (Dolby) stated that many home scenarios do not match requirements of some specified 7.1.4 or sound bars are not much under control in homes. He commented that headphone testing case can be considered to have control.
Conclusion:
S4-190673 was parked then noted. 

Mr. Stefan Bruhn presented S4-190674 On the Preference to Evaluate IVAS with Default Renderer, from Dolby Laboratories Inc.
Comments / questions: 
It was confirmed that the default renderer is the render that the candidate delivers as part of the solution, and that the proposal would apply also for qualification.
The EVS SWG Chairman asked if there are constraints for the external renderer API, besides that it has to be supported. Mr. Stefan Bruhn (Dolby) clarified that the constraint is that there is such an API. He added that the actual interface format on this API would be suitable for the architecture of the candidate solutions, with a format that would be optimal for that solution in terms of quality, delay and complexity. He commented that if certain conversions would be required to recover the input audio format, it may not be practical, and to avoid such things it would be up to proponents to specify the API.
Mr. Milan Jelinek (VoiceAge) noted that if the interface for external renderer is just demo’ed, SA4 may select a codec that does not provide all functionalities needed for correct rendering. He asked how to to define performance requirements or some functionalities on this renderer. He commented that that the interface is left to proponents, but the selection is not done taking this into account.
Mr. Stefan Bruhn (Dolby) commented that one might feel insufficient to provide a demo tape, and a proponent may provide some kind of example external renderer exposing an API demonstrating that quality is within certain limits. Mr. Milan Jelinek (VoiceAge) asked if there would be performance requirements. Mr. Stefan Bruhn (Dolby) was open to discuss how the API works and he stated that this requires more discussion.
The EVS SWG Chairman commented that one could have a self-declaration on some functionalities of API.
Mr. Stéphane Ragot (Orange) commented that this is similar to the payload format, and he commented that there could be room for additional testing in the verification phase.
Mr. Stefan Bruhn (Dolby) stated that verification would need to have some kind of example external renderer that would be connected to this interface, this could be considered as a part of verification. Mr. Tomas Toftgard (Ericsson) stated that there is a big risk that there is no decision on which codec to select, if decision is based on opinion. Mr. Stefan Bruhn (Dolby) stated that for this reason the preference is to test the codec based on the default renderer, and anything done by an external renderer is different because one does not know how an external renderer would perform.  Mr. Tomas Toftgard (Ericsson) stated that pass-through is not specific to each candidate, and is the same interface. He commented that without common interface there may be different external renderers and one could argue forever. Mr. Stefan Bruhn (Dolby) noted that the concept of pass-through operation is not agreed in this group.
Mr. Markus Multrus (Fraunhofer) asked how to compare between various candidates that have different characteristics than the reference condition and if this really works. Mr. Stefan Bruhn (Dolby) stated that this will be basis that consumers will perceive quality, such tests could be an estimate on how the majority of users would perceive quality. Mr. Markus Multrus (Fraunhofer) stated that comparing different renderers with MUSHRA or P.800 is extremely difficult and will not give concluding results.
The EVS SWG Chairman asked what is the goal of IVAS standardization: codec, compression, renderer. Mr. Stefan Bruhn (Dolby) stated that the IVAS WI contains encoder, decoder, renderer, from IVAS WI. Mr. Markus Multrus (Fraunhofer) stated that it includes only the encoder and decoder. The EVS SWG Chairman asked if JBM is included. Mr. Stefan Bruhn (Dolby) commented that one is standardizing something different than zip, something that consumers can listen to.
Mr. Stefan Doehla (Fraunhofer) asked what is the interface of video decoder/renderer for immersive services. Mr. David Singer (Apple) commented that there are different parameters (YUV, dynamic range, matrix …) and rendering with traditional codecs ended with serious interoperability if the whole chain is not part of the problem and if the video is used to be just compression. He stated that is not just compression ratio that matters, which is a change in the industry.
Conclusion:
S4-190674 was parked then noted. 

Mr. Stefan Bruhn presented S4-190675 Proposal for the Definition of Reference and CUT Conditions for IVAS Codec Reference Testing, from Dolby Laboratories Inc.
Comments / questions: 
The EVS SWG Chairman asked if this would go to a processing plan. Mr. Stefan Bruhn (Dolby) commented that the proposal may go to the processing plan, but first agreements could just be minuted. Mr. Markus Multrus (Fraunhofer) commented on the figure of section 4, and he commented on the built-in renderer for stereo vs. binaural. Mr. Stefan Bruhn (Dolby) commented that this is an inconsistency. Mr. Stéphane Ragot (Orange) wondered if binaural rendering would be foreseen for stereo. Mr. Tomas Toftgard (Ericsson) commented on the stereo condition that is not binauralized. He commented on the statement there is no single stereo downmix and he stated that follow this logic there is no single best binauralization. Mr. Stefan Bruhn (Dolby) stated that the approach to generate reference condition for the original material requires some kind of renderer and the way to generate stereo from some immersive signal is much more debatable than to create binaural reference. Mr. Tomas Toftgard (Ericsson) stated that one needs a common renderer to apply the same format.
Mr. Nils Peters (Qualcomm) commented on figure 1 and the idea of pre-recorded head movements, he asked about the experience with recording compared to actual head movements. Mr. Stefan Bruhn (Dolby) stated that experience with online head movements is not positive, and no one was able to interpret test data in a very clear way in the renderer test in the VRStream exercise. He added that to overcome problems of VRStream, one may explore to do tests with pre-recorded head movements. Mr. Nils Peters (Qualcomm) was skeptical on the spatial image and he stated that this requires some study. Mr. Markus Multrus (Fraunhofer) stated that motion signals are needed. Mr. Tomas Toftgard (Ericsson) asked if the problem in VRStream was just from headtracking.  Mr. Stefan Bruhn (Dolby) commented that some listeners did not move head and problems may be further investigated.
Mr. Cal Armstrong (Huawei) asked what is the reference signal: authentic to real life or mixed by a sound engineer or mixed for clarify by spreading sources out? He asked what was the ideal reference. Mr. Stefan Bruhn (Dolby) stated that this is a test plan matter, and in the past material was selected to be representative for various use cases. Mr. Cal Armstrong (Huawei) asked if the same renderer would be used in every use case to have one standard binaural decoder. Mr. Stefan Bruhn (Dolby) clarified that this contribution is an invitation to work together defining some kind of golden reference, which is easier to address than finding a render connected to decoder output systems.
Mr. Stéphane Ragot (Orange) commented on figure 1 and he noted that an input like objects or multichannel are transformed to ESD before rendering, and it was noted that transformations should be avoided. He stated that Orange would prefer to have more direct rendering of input types to have the highest possible quality. Mr. Stefan Bruhn (Dolby) clarified that the figure shows how it was done for VRStream and he was open to develop an appropriate ref in the EVS SWG group.
Mr. Markus Multrus (Fraunhofer) commented on figure 3, and he asked if binaural audio can be used for testing. Mr. Stefan Bruhn (Dolby) clarified that one can use a binaural capture or generate additional material based on channel, scene and object-based inputs.
Conclusion:
S4-190675 was parked then noted. 

Mr. Stefan Doehla presented S4-190688 On the Importance of the Reference for IVAS Testing, from Fraunhofer IIS
Comments / questions: 
Mr. Stefan Bruhn (Dolby) requested to clarify the difference from the previous version of this input and he did not want to repeat comments.
Mr. Stefan Doehla (Fraunhofer) commented that the first bullet on formats that can be directly presented may be agreed.
Mr. Nils Peters (Qualcomm) commented that static binaural listening excludes head-tracking, and he stated that this is important. Mr. Stefan Doehla (Fraunhofer) stated that this is orthogonal and the same concept could be applied. He noted that one caveat is that tests with headtracking are not fully reproducible.
Mr. Tomas Toftgard (Ericsson) commented that this input is similar to Ericsson’s proposal and for format that needs rendering, one can use a target signal or reference or anchor point as well. Mr. Stefan Doehla (Fraunhofer) stated that a common renderer is needed to render on the right playback format and he illustrated the three lines in figures. Mr. Stefan Bruhn (Dolby) stated that the contention is in the middle line of figures; he asked how the common evaluation renderer would be derived to generation the direct reference condition. Mr. Stefan Doehla (Fraunhofer) stated that such renderer is tbd but there is some experience with VRStream, and CIBR is a potential approach. Mr. Stéphane Ragot (Orange) stated that CIBR is in general not good enough, in particular because it relies on generic HRTFs.
Mr. Cal Armstrong (Huawei) commented on the test method, and he asked if the group would go for a common evaluation as reference with no way for the internal to perform better. Mr. Stefan Doehla (Fraunhofer) stated that differential testing is done by comparing against a reference, with MUSHRA or DCR style-tests. He noted that the original is known and one could find a neutral renderer giving a neutral representation, and there can be external renderers that will have extra flavor for the market.
Mr. Cal Armstrong (Huawei) stated that a fancy renderer sounds better, and he asked if one should restrict the internal renderer to sound like neutral, rather than sound better. Mr. Stefan Doehla (Fraunhofer) stated that the rendering coming from IVAS may sound be neutral and not try to fit to some listener’s taste. He commented that one may also have external rendering from a manufacturer for a specific style.
Mr. Stefan Bruhn (Dolby) commented on the risk that direct condition is potentially worse than CuT condition, and he stated that one would not be able to use MUSHRA. Mr. Tomas Toftgard (Ericsson) stated that a potential drawback with a common renderer that is not good enough is to set a low target and reach lower quality and not the true quality. He commented that an internal renderer could be better and he agreed that CIBR may not be good enough. 
Mr. Stefan Doehla (Fraunhofer) stated that the proposed figures could be inserted in a processing plan for understanding of conditions. The EVS SWG Chairman commented that this could be done once agreements are there.
Conclusion:
S4-190688 was parked then noted. 


Mr. Lasse Laaksonen presented S4-190696 On testing IVAS MASA with Reference, from Nokia Corporation
Comments / questions: 
Mr. Nils Peters (Qualcomm) asked how to define scene-based audio. Mr. Lasse Laaksonen (Nokia) stated that it is an audio scene captured in one position, and one has a representation at the listening point, to ‘capture what you hear’.
Mr. Nils Peters (Qualcomm) stated that MASA is not scene-based audio, and he referred to the clear definition in ITU.
Mr. Stefan Bruhn (Dolby) commented on the first figure and he asked how one would generate signals, and how all participating parties would do such kind of capture in transparent way, how to get the signals. He suggested considering alternatives not to start with potentially proprietary blocks, by using for example scene-based audio (HOA input).
Mr. Lasse Laaksonen (Nokia) stated that the multimicrophone capture is not limited, and the way to do the capture and input generation is under discussion for the whole IVAS work item, not just MASA. He commented that one option is to pre-determine common test set, one option is to invite a combination of test samples from proponents and allow for test labs to provide some specific content or go fully with lab-derived data. He commented that in this latter case, if a test lab has data, one possibility is to use a reference system. He referred to the information provided on such a reference system developed by Nokia with a capture based on an EigenMike capture.
Mr. Tomas Toftgard (Ericsson) commented on the MASA rendering block in figure 2 and he noted that this is used for rendering of all systems. He stated that the MASA renderer would be a common renderer like a pre-step before selection, and he asked if it would be based on example software and how one would define this MASA rendering. Mr. Lasse Laaksonen (Nokia) stated that Nokia is very open on this renderer, and it requires discussion among experts. He added that one possibility is to commonly define one rendering based on the software Nokia plans to contribute. He commented that another possibility is to consider rendering systems that could be software libraries with contributions, and there are several options.
Mr. Stéphane Ragot (Orange) thanked the source for partly addressing some concerns expressed on MASA in the past. He stated that there are still other concerns on the fairness of compeition if MASA was included. He asked what kind of test methodology would be proposed if the CuT may be better than the reference.
Mr. Lasse Laaksonen (Nokia) stated that one may use a degradation test with reference, and some kind of comparative CCR for the internal renderer, both methodologies have some value.
Mr. Stefan Bruhn (Dolby) was interested on details about MASA rendering. He commented that for fair competition, MASA rendering would be best possible rendering, otherwise there would be concern if this would be a block that is inferior to a solution by a Nokia candidate CuT. He asked how to ensure this is done in a fair way in a competition. Mr. Lasse Laaksonen (Nokia) noted that there is no starting point for MASA rendering, and there are challenges for companies to contribute. He commented that Nokia cannot be sure that companies don’t push technology or knowledge where there could be better than a public rendering scheme. He expected the opposite situation, even for HOA. He stated that the MASA renderer should be a reasonable renderer that provides good quality.
Conclusion:
S4-190696 was noted. 

Mr. Nils Peters presented S4-190734 Considering LiQuImAS Methodologies for IVAS, from Qualcomm Incorporated
Comments / questions: 
Mr. Tomas Toftgard (Ericsson) stated that in VRStream there was a transparent mode between the input and renderer, and one may need some format conversation to provide an input to the renderer, and there might be some problems. Mr. Nils Peters (Qualcomm) stated that this point can be discussed.
Mr. Stefan Bruhn (Dolby) commented on the calculations of test configurations or conditions that would need to be tested. He wondered if there are not unrealistic assumptions. He commented that Dolby’s proposal can dramatically reduce the number of conditions to be tested. He commented on proposals from Ericsson and Fraunhofer (middle line) and he stated that this implies additional testing. He commented that this would imply extra testing compared to just using IVAS as black box including renderer.
Mr. Nils Peters (Qualcomm) stated that the estimation is an approximation, and there are 3 dimensions to handle and define.
Mr. Stéphane Ragot (Orange) commented that there are concerns on the reproducibility of tests with head-tracking, and he asked if one would consider head-tracking for selection or more for characterization; he asked how to compare scores from different subjects. Mr. Nils Peters (Qualcomm) stated that he would not exclude any stage. He stated that scores have the same problem as in MUHSRA, one does not know proportions but hopes average opinion give a relevant average score.
Mr. Cal Armstrong (Huawei) stated that one does not need large head movement, if one looks forward by 5 degrees, it gets realistic head tracked binaural without changing the scene. Mr. Nils Peters (Qualcomm) commented that the same applies for loudspeaker, where one might move own’s head slightly, and this can be added to listening instructions, to allow natural head movements.
Conclusion:
S4-190734 was parked then noted. 


The EVS SWG Chairman stated that that he would prepare an informal working document to collect all proposals on testing. Later, he displayed this working draft document. After some discussion, it was suggested to take this draft document back home with a collection of proposals on testing.
Conclusion: all testing documents that were parked got noted as a block.


Performance requirements

Mr. Markus Multrus presented S4-190689 Reference Conditions for IVAS Testing, from Fraunhofer IIS
Comments / questions: 
Mr. Tomas Toftgard (Ericsson) stated that this is a good proposal to achieve a potential reference condition, and he asked if object metadata would be quantized. Mr. Markus Multrus (Fraunhofer) stated that object metadata could be unquantized.
It was clarified that this input was the same as in a previous EVS telco. Mr. Stefan Bruhn (Dolby) stated that referred to earlier discussions and arguments made during the telco, and he was concerned that companies have to repeat discussions. He commented that the complete chain should include rendering.
The EVS SWG Chairman commented on the last paragraph and he stated that one should not invite to challenge the contribution, even if the contribution has been proposed for a year. He commented that a contribution available since long time does not mean it is close to be agreed. Mr. Markus Multrus (Fraunhofer) stated that nobody comes with something different.
This input was parked. Later, the EVS SWG Chairman suggested discussing what to take from this input for IVAS-3 editing.
Mr. Markus Multrus (Fraunhofer) stated that one may include diagrams to outline the coding path for multimono or one may include the whole discussion. Mr. Stefan Bruhn (Dolby) stated that a renderer box could be added into the picture. He also stated that figures assume individual coding of channels, and one may do joint coding among channels. Mr. Markus Multrus (Fraunhofer) stated that this could be usage scenario dependent.
Mr. Stéphane Ragot (Orange) noted that one may use pre-matrixing or unequal bit rate allocation (for instance with more bits to the W channel in ambisonics). 
Mr. Stefan Doehla (Fraunhofer) commented that in FS_CODVRA A or B formats were used with multimono, and there were differences depending on content. He clarified that the proposal is the simplest approach. He commented that unequal bit rate among channels or ambisonics may open the way to endless discussions.
It was reminded that test results on multimono were provided by Orange and Fraunhofer.
Mr. Stéphane Ragot (Orange) proposed to make more generic figures.
Mr. Markus Multrus (Fraunhofer) stated that for USAC, performance requirements combine two, codecs (HE-ACC and AMR-WB+), with the assumption that HE-AAC performs better for music and AMR-WB+ speech like codec and a virtual codec was derived.
Mr. Stefan Bruhn (Dolby) commented on figure 1 and he asked what happens if individual codecs operate with DTX, and one channel has silence and another channel has voice.
Mr. Takehiro Moriya (NTT) stated that the requirements demonstrate a better solution than EVS multimono coding, because for LTE for multimono EVS will be used if IVAS is not finalized by the deadline. He commented that it is worthwhile to demonstrate better quality than EVS multimono. He stated that one needs to minimize complexity of subjective listening tests, and one can do some simplify requirements and he supported Fraunhofer’s proposal.
Mr. Stéphane Ragot (Orange) stated that there can be other codecs than multimono coding and IVAS needs to be competitive and other reference should be also considered.
The EVS SWG Chairman pointed to ITT4RT and he stated that ITT4RT may not use any multimono configuration. Mr. Stefan Bruhn (Dolby) stated that ITT4RT is a relevant aspect, and one can be sure that ITT4RT would not use a dumb solution. 
The discussion on this input was parked and this document was jointly discussed with S4-190730 to prepare online editing of IVAS-3. The EVS SWG Chairman stated that one could discuss two things: the creation of reference conditions, and how to create references based on EVS.
Mr. Stefan Bruhn (Dolby) commented that if other codecs like G.719 are used as reference codecs, one should have a figure for the processing. The EVS SWG Chairman stated that a simple figure would be self-explanatory.
Mr. Tomas Toftgard (Ericsson) supported having a specification on how to generate reference conditions for different options, and he suggested to list options that were proposed in input contributions for setting parameters for EVS.
Mr. Stefan Bruhn (Dolby) stated that a list of other codecs may be considered, including also the use of matrixing. He proposed to start from a generic figure and including a renderer block. Mr. Tomas Toftgard (Ericsson) disagreed with having a generic figure that would require to configure blocks.
The EVS SWG Chairman commented on a package including both S4-190689 and S4-190730.  He stated that one could modify the section of IVAS-3 on reference codecs, and there would be another section on how to create a reference condition for EVS.
Conclusion:
S4-190689 was parked then noted.
This document will go into brackets for IVAS-3 editing with the principles discussed above. 

Mr. Markus Multrus presented S4-190690 Performance Requirements for IVAS Multichannel, from Fraunhofer IIS
Comments / questions: 
Mr. Tomas Toftgard (Ericsson) asked to clarify the proposal of 5x EVS bit rate when there are 6 channels. Mr. Markus Multrus (Fraunhofer) referred to high level requirements. He stated that the proposal is to always the same bit rate for all channels, for a 5.1 input and 24.4 kbit/s per channel, one would use 6x24.4 for all channels, but for the bit rate calculation, one would leave out the LFE channel, which is more realistic, because typically the bit rate for LFE only codes a small frequency portion (few hundred Hz).
Mr. Stéphane Ragot (Orange) commented on the note that DTX will be tested if provided, and he commented that the DTX box is orthogonal. Mr. Stefan Doehla (Fraunhofer) stated that mono and stereo requirements were defined like this for EVS.
Mr. Stéphane Ragot (Orange) stated that there are other proposals from Orange on potential requirements, but not for multichannel at this meeting. He stated that the wording ‘certain correlated 5.1 may be more motivated by technology and he preferred categories related to use cases. Mr. Markus Multrus (Fraunhofer) stated that the coding gain is different if the content is correlated or not.
Mr. Stefan Bruhn (Dolby) stated that uncorrelated might formulate one requirement and he preferred to find other reference systems that are more realistic where one knows the behavior for correlated and uncorrelated content.
Mr. Nils Peters (Qualcomm) stated that performance requirements should be on typical content that is immersive voice and audio. The EVS SWG Chairman suggested calling it speech, music, mixed content.
Mr. Stefan Bruhn (Dolby) noted that reference codecs are still discussed and he wondered if multimono coding should be used and he stated that one may use joint coding of 2 channels. He stated that one may retain table headers to have a structure.
Conclusion:
S4-190690 was noted. 

Mr. Markus Multrus presented S4-190691 Performance Requirements for IVAS Scene-Based Audio, from Fraunhofer IIS
Comments / questions: 
Mr. Stéphane Ragot (Orange) commented that HOA2 and HOA3 were not yet agreed and the proposal should be made for design constraints. Mr. Markus Multrus (Fraunhofer) stated that he could sense some kind of agreement on 2nd and 3rd.
Mr. Stefan Bruhn (Dolby) questioned the formulation ‘certain correlated content’ for ambisonics. Mr. Hiroyuki Ehara (Panasonic) asked what kind of content is assumed for ‘certain correlated content’. Mr. Markus Multrus (Fraunhofer) stated that this would be defined in the test plans and one could record with an EigenMike, while for general audio, there are rendered audio scene commercially available.
Mr. Stéphane Ragot (Orange) commented that one may modify the multimono reference to allocate more bits for instance to the W channel. Mr. Markus Multrus (Fraunhofer) stated that the proposal is easy to reproduce, if different bit rate is assigned, one needs to be aware that it may be content dependent, and he preferred to avoid spending time in a sophisticated way.
Mr. Stefan Bruhn (Dolby) asked what is Fraunhofer’s experience in terms of quality achieved, what bit rate should be selected to get good communication quality. Mr. Markus Multrus (Fraunhofer) stated that starting at 4x13.2 may be quality sufficient for communication, usable, but starting at 24.4 per individual components starts to get good. He commented that there might be other options.
Mr. Tomas Toftgard (Ericsson) referred to FS_CODVRA in TR 26.918, where there are some results for this type of solutions.
Conclusion:
S4-190691 was noted. 

Mr. Stéphane Ragot presented S4-190730 On IVAS performance requirements and related testing aspects, from Orange
Comments / questions: 
The EVS SWG Chairman noted that ‘design constraints’ should be replaced by ‘performance requirements’ in two different paragraphs. He also stated that the dependence on availability is obvious and may go beyond technical aspects.
Mr. Milan Jelinek (VoiceAge) commented on the long list of references for dual mono in section 2.1 and he asked what was the reason to propose all these codecs. He stated that EVS covers the whole space. He stated that for EVS testing the situation was somewhat different, because AMR-WB was a WB speech codec, while EVS iss a SWB/FB speech and audio codec, so that other references were needed. He also noted that EVS was also designed for conferencing scenarios, and he did not see the benefit of using other codecs then EVS for setting these requirements.
Mr. Stéphane Ragot (Orange) stated that other codecs than AMR and AMR-WB were not excluded when setting requirements for EVS and there may be reason like the bit rate granularity of EVS that may require using other references. 
Mr. Stefan Bruhn (Dolby) stated that EVS for dual mono operation may be complicated as a quality reference due to various unlinked mode decisions. He stated that a simpler concept such as G.719 would be easier to understand and would avoid any artefact in reference conditions due to non-synchronized mode decisions.
The EVS SWG Chairman stated that one may base selection on 3GPP codecs and later use other codecs for characterization. Mr. Milan Jelinek (VoiceAge) stated that this would be completely legitimate for benchmarking, and he wondered if other references then EVS should be considered for the evaluation in selection.
Mr. Stefan Bruhn (Dolby) stated that it is good to consider joint stereo coding, because they suffer from a similar problem to the depending on correlated material.
The EVS SWG Chairman invited to comment on the section about ambisonics. Mr. Markus Multrus (Fraunhofer) noted that the prematrixing was also tested for the EVS extension in FS_CODVRA.
Mr. Stéphane Ragot (Orange) asked if there were also comments the availability of VRStream candidates. Mr. Stefan Bruhn (Dolby) stated that it is interesting to consider pre-matrixing and multistereo at least joint coding, to have joint coding in reference conditions.
Mr. Tomas Toftgard (Ericsson) wondered if one should consider all the listed codecs.
The EVS SWG Chairman suggested structure the table on reference codecs in IVAS-3 with respect to proposed categories (stereo, binaural, ambisonics, …). He stated that there were comments that EVS covers the whole space, and including other codecs is questionable. 
Mr. Markus Multrus (Fraunhofer) stated that one should differentiate between low and high delay codecs. He stated that for some content the performance of higher-delay codecs may be higher. Mr. Stéphane Ragot (Orange) stated that this is similar to EVS requirements where AMR-WB+ or e-AAC+ were used in some cases and the bit rate used for testing can be adjusted.
The discussion was parked and went to S4-190689. Later it came back to this input to prepare for online editing of IVAS-3.
Mr. Stefan Bruhn (Dolby) commented that from Editor’s point of view, the general section on reference codecs makes no distinction between operating modes, and it would be possible to introduce subcategories and list references. 
Mr. Tomas Toftgard (Ericsson) stated that there is a long list of potential ref codecs, and one cannot compare all these options which would take forever. He stated that it is important to understand how implement options, how to distribute bits, before setting performance requirements. He stated that one needs to understand how to use the proposed reference codecs, for example by defining the exact matrixing.
The EVS SWG Chairman suggested including a section of potential reference codecs and structure it with the proposals and another section on how to generate reference conditions for EVS, noting that other codecs would be discussed later. 
Conclusion:
S4-190730 was noted. 
This document will go into brackets for IVAS-3 editing with the principles discussed above (see minutes for S4-190689 for the joint discussion).


Mr. Hiroyuki Ehara presented S4-190678 An IVAS performance requirement for the embedded EVS bitstream stereo mode, from Panasonic Corporation
Comments / questions: 
Mr. Tomas Toftgard (Ericsson) commented on the block diagram for mid channel, with two EVS codecs and he asked if there is extra algorithmic delay. Mr. Hiroyuki Ehara (Panasonic) clarified that the actual implementation uses some kind of tandeming, and delay is increased but it is not optimized to encode the residual signal. He commented that one could optimize the structure, therefore the results are just indicative.
Mr. Stefan Bruhn (Dolby) asked to clarify the virtual candidate has a cascaded structure of the mono channel coding, and he commented that a single codec may have been used. Mr. Hiroyuki Ehara (Panasonic) referred to a past discussion on the balance of bit rates, with a core at 13.2 kbit/s and additional layer that is much larger which is unbalanced. He clarified that an M/S stereo framework is used and the content correlated M may have more bits and S less. He added that, to realize an embedded 13.2 structure, the M channel should have an embedded structure. He commented that this example implementation is not proposed as an embedded mode.
Mr. Stéphane Ragot (Orange) asked to clarify which POLQA version was used and how POLQA was applied to get a single score. Mr. Hiroyuki Ehara (Panasonic) clarified that the latest version was used and scores were for averages of L and R scores.
Conclusion:
S4-190678 was noted. 

The IVAS-3 Editor (Mr. Stefan Bruhn, Dolby) displayed a draft revision of IVAS-3.
After online editing, it was decided to keep this document as a working draft, which would not be not shown to plenary.



IVAS-9

Mr. Tomas Toftgard presented S4-190669 IVAS-9 comments, from Ericsson LM
Comments / questions: 
Mr. Stefan Bruhn (Dolby) stated that it is hard to comment due to the number of changes. He stated that Dolby’s contribution is based on their own experience of offering spatial voice conferencing services at scale. He noted that further companies may request changes, and it would be easier if suggested changes could in a waiting state with square bracket, to be able to look at all suggested changes with other potential changes. He stated that one could go through changes one by one.
The EVS SWG Chairman read out several changes (e.g. replacing must with should). Mr. Tomas Toftgard (Ericsson) commented that replacing ‘must’ with ‘should’ is not editorial, but this is required to make a description more open to optimize the system. He wondered if there would be an editing session. Mr. Stefan Bruhn (Dolby) was open to an editing session, and he stated that the target should be to finalize this use case, to justify reviewing changes.
The EVS SWG Chairman stated that there is a potential to agree on this proposal, with an editing session. Mr. Stefan Doehla (Fraunhofer) commented that Fraunhofer had changes to improve the usage scenario template and he asked if one should set requirements for a usage scenario. Mr. Tomas Toftgard (Ericsson) stated that there should not be requirements on codec, but more on the usage scenario to be done, to be able to fulfil the scenario. Mr. Stefan Bruhn (Dolby) commented that this was already discussed and minuted. He stated that requirements in IVAS-9 are not understood as codec requirements, and the intention of IVAS-9 will be to put usage scenarios in a TR.
The EVS SWG Chairman concluded that there would be editing later of IVAS-9 using this document.
Conclusion:
S4-190669 was parked then noted. This document will go into brackets for IVAS-9 editing. 


Mr. Stefan Doehla presented S4-190722 Comments on IVAS-9 (IVAS Usage Scenarios), from Fraunhofer IIS
Comments / questions: 
Mr. Stefan Bruhn (Dolby) expressed reservations on some changes (introducing classic, removing immersive) and he was not sure this made a lot of sense and necessary to tune the template. Mr. Stefan Doehla (Fraunhofer) noted that the template is from FS_XR5G where many use cases are clustered, while there are only 3 usage scenarios in IVAS-9. Mr. Stefan Bruhn (Dolby) was not in favor of removing the box on the standardization status and including a next box ‘Added value’. Mr. Tomas Toftgard (Ericsson) preferred to fill the box ‘Added value’ when the features of the codec are known.
Mr. Stéphane Ragot (Orange) stated that the 5QI part is more a matter of operator policy control and may be discussed in GSMA or to the discretion of operators for various services. He stated that the box ‘Added value’ is out of scope. Mr. Stefan Doehla (Fraunhofer) asked what it the value of IVAS-9. Mr. Stefan Bruhn (Dolby) stated that IVAS-9 is to give an idea how IVAS would be used, and he commented that the added value may be difficult to estimate when it comes to ideas for services. The EVS SWG Chairman stated that the added value box should only be added if one can feed directly and he did not want to see an empty content for such a box.
Mr. Stefan Doehla (Fraunhofer) stated that IVAS will fill a gap in industry that has no immersive conversational codec. Mr. Stefan Bruhn (Dolby) stated that there is already a box on QoS and QoE experience, which will describe the added value for an end user and he did not see the need for a box ‘Added value’. Mr. Stefan Doehla (Fraunhofer) commented that requirements have nothing to do with QoS or QoE considerations.
Mr. Tomas Toftgard (Ericsson) stated that it was unclear what to put in the box on preconditions. Mr. Stefan Bruhn (Dolby) stated that a discussion on the template is a waste of time and he preferred to address concrete usage scenario descriptions.
Mr. Stéphane Ragot (Orange) commented that different UE categories are described in TS 26.132 including phones but also laptops for instance.
Mr. Nils Peters (Qualcomm) stated that one would assumed bidirectional link for a conversational codec. It was clarified that unidirectional is possible, for instance with ring tones.
Mr. Nils Peters (Qualcomm) stated that 0DoF could be the default case. Mr. Stefan Doehla (Fraunhofer) stated that this is remainder from XR5G.
The proposed types of audio formats were discussed.  Mr. Stefan Doehla (Fraunhofer) stated that this provides an explicit list for immersive audio with ambisonics, multichannel input, stereo, etc. Mr. Nils Peters (Qualcomm) preferred to stay broad and he expected that a scenario may tick couple of cases. Mr. Markus Multrus (Fraunhofer) commented that objects may be specifically interested for a conversational scenario. Mr. Stefan Bruhn (Dolby) also preferred to have broad categories.
The EVS SWG Chairman asked if 3 types (mono, stereo, immersive) were sufficient. Mr. Stefan Bruhn (Dolby) stated that a scenario may be VR and immersive.  He commented that for user experience one does not care if the audio is multichannel or scene-based.
Mr. Stefan Doehla (Fraunhofer) suggested cleaning up the proposal in the editing session for IVAS-9. He emphasized that the box ‘added value’ value provided to replace the box “potential standardization status and needs”.
The EVS SWG Chairman noted that the categorization box would not be changed due to different views. He was reluctant to have a box ‘Added value’ with TBD.
Mr. Stéphane Ragot (Orange) wondered what was the definition of added value (for the user, a vendor, an operator?). He commented that the box ‘Added value’ is redundant because there is already guidance covered in feasibility and QoE consideration on the foreseen aspects to be covered and he stated that SA4 is a technical group, not a marketing group, and it would not be appropriate.
Conclusion:
S4-190722 was noted. 

The IVAS-9 Editor (Mr. Lasse Laaksonen, Nokia) displayed a draft revision of IVAS-9.
This document was edited online.
Conclusion:
The updated IVAS-9 P-doc (v0.0.2) in S4-190834 was agreed.


Other P-docs (IVAS-2, IVAS-1):

The EVS SWG Chairman displayed a draft version 0.6 of the project plan (IVAS-2). This document was edited online.
While reviewing and editing this draft, Mr. Huan-Yu Su (Huawei) stated that until this meeting the working assumption was that IVAS will end for Rel-17 in 2020, and in this meeting, there was a request by Philips request and suddenly there is an entire year delay. He did not think that Huawei had time to digest the impact to product planning, etc. He stated that Huawei is very concerned and this should be in the report. It was also noted that Rel-17 will end in June 2021.
Conclusion:
The updated IVAS-2 P-doc (v0.0.6) in S4-190832 was agreed. 


The IVAS-1 Editor (Mr. Wang Bin, Huawei) displayed a draft revision of IVAS-1. There was no comment / question.
Conclusion:
The updated IVAS-1 P-doc (v0.0.5) in S4-190831 was agreed


6 EVS_FCNBE

Mr. Fabrice Plante presented S4-190617 Draft CR 26_444, from Intel, Fraunhofer IIS, Apple
Comments / questions: 
Mr. Imre Varga (Qualcomm) asked if the table with threshold is the same as before.
Mr. Fabrice Plante (Intel) clarified that the table was presented back in January, which provides the latest thresholds. He recalled that at the beginning thresholds were higher, and with the latest version of the code, thresholds are much tighter.
Mr. Imre Varga (Qualcomm) asked if the mentioned zip file is attached. Mr. Fabrice Plante (Intel) clarified that this is not attached, but there is a tool in svn. He referred to chapter 7 for a description of how to run the test, and he commented that tools have been available on svn for quite some time. Mr. Stéphane Ragot (Orange) asked if it would be possible to resend the information to access tools. Mr. Stefan Doehla (Fraunhofer) stated that Orange is an allowed user, and other people were invited to get access by contacting him.
Mr. Fabrice Plante (Intel) stated that about 9-10 companies got access to svn. Mr. Tomas Toftgard (Ericsson) asked if there is a description to related to svn and how to run tests. Mr. Fabrice Plante (Intel) pointed to chapter 7.2.2, and he explained that there is a readme. He commented that one has to check the readme file to structure folders, and he invited companies to check what is missing. Mr. Stefan Doehla (Fraunhofer) commented that two tools are easy to use in the same way as bit-exact conformance, while the third tool is based on a POLQA executable which is not part of scripts.
The EVS SWG Chairman summarized that the group is invited to look at the tools, and further details can be found on svn, and those who have not access should contact Mr. Stefan Doehla (Fraunhofer).
Conclusion:
S4-190617 was noted.

Mr. Fabrice Plante presented S4-190618 EVS_Float Conformance, from Intel
Comments / questions: 
Mr. Imre Varga (Qualcomm) commented that Annex C of P.501 is for POLQA, and people may want to take a look and evaluate test sequences.
Mr. Fabrice Plante (Intel) stated that implementations used to verify the conformance process are listed, and one knows some implementation should fail because of code changes or aggressive compilation and others should pass. He commented that this reflects what will be the expectation on this implementation compared to the conformance process. He stated that in August the group will populate the table showing which one is passing or failing. The EVS SWG Chairman stated that the group is encouraged to take a look and do some verification on the proposal.
Mr. Imre Varga (Qualcomm) commented on Dutch test sequences that need to go to Annex B. Mr. Stefan Doehla (Fraunhofer) noted that there is a contribution from Qualcomm on Dutch items, and Annex C items for Dutch were not the original recordings, they are post-processed items from Annex B items, and the only difference is that they are filtered once more with a sharp cutoff and time aligned to fit 8sec. He commented that the EVS codec is a SWB codec that can code beyond 14 kHz, and it was felt better to used Annex B files which have been the source for Annex C items for testing and this does not make a big difference. He stated that the sources wanted to have high quality items and not degraded items.
Mr. Imre Varga (Qualcomm) asked if Annex C files were time aligned and filtered for optimal usage for POLQA, and what is the harm with using Annex C files. He commented that for Annex C files were designed for POLQA testing and he asked what is the gain from files not designed by POLQA. Mr. Stefan Doehla (Fraunhofer) stated that he would check this.
Mr. Tomas Toftgard (Ericsson) commented on the validation, and he asked if it was intended to test different validation items and he asked if the proposed items were not used for validation of thresholds. The EVS SWG Chairman stated that this is discussed in S4-190733.
The EVS SWG Chairman summarized that the group is invited to take a look and evaluate this proposal until the next meeting.
Conclusion:
S4-190618 was noted.

Mr. Fabrice Plante presented S4-190687 Revised Work Item on EVS Floating-point Conformance Non Bit-Exact, from Intel
Comments / questions: 
The EVS SWG Chairman commented that there is no plenary and it is sufficient to fix the WID in August.
Mr. David Singer (Apple) noted that the EVS work item had an active rapporteur for a long time. The SA4 Secretary clarified that no change is needed for the WID for the change of Rapporteur, and he could update 3GU and inform Mr. John Meredith (ETSI) (about the change for TR 26.843). He added the this could be announced in SA4 plenary to inform committee. The EVS SWG Chairman commented that this document does not need to be presented in closing plenary and the change of Rapporteur will be in the report.
Mr. Stefan Doehla (Fraunhofer) stated that he would be volunteering to act as Rapporteur to carry on, and he stated that the work is almost done.
Conclusion:
S4-190687 was noted.

Mr. Imre Varga presented S4-190733 EVS FLC Database for MOS-LQO Test, from Qualcomm Incorporated
Comments / questions: 
Mr. Stefan Doehla (Fraunhofer) asked if S4-190618 and the statements during the EVS SWG telco were enough to address Qualcomm’s comments.
Mr. Imre Varga (Qualcomm) asked what are the speech sequences for defining the thresholds. Mr. Stefan Doehla (Fraunhofer) pointed to the list of files in S4-190618 and he asked if this was clear. He commented that there was a typo but the list remained always the same. Mr. Imre Varga (Qualcomm) commented that this does not say what has been used for thresholds. Mr. Fabrice Plante (Intel) clarified that it is not said explicitly that the same database has been used for thresholds, this is the same test as used since the beginning.
Mr. Imre Varga (Qualcomm) stated that this is something the group has to evaluate, and an immediate reaction is that this is one way to look at the problem. He commented that one may train with datasets A and B, and if one trains with dataset A, normally testing is done with another dataset. Mr. David Singer (Apple) stated that this is not training scenario, but the design of conformance, and the situation is not the same. Mr. Fabrice Plante (Intel) supported Apple’s view and he stated that the tool is to make sure that an implementation is conformant.
Mr. Imre Varga (Qualcomm) asked how to derive thresholds, and he stated that one benefits in doing the testing on the dataset that was used to derive thresholds. He wondered what would happen if one has different test sequences, and he was not sure if the results would be the same.
Mr. Stefan Doehla (Fraunhofer) stated that there was a misunderstanding of the factor being analyzed, and test sequences have been constant, for the sake of conformance testing the factor is the implementation under test. He commented that there were lots of implementations which were good or bad and Intel, Fraunhofer, Apple were able to define the right thresholds. He stated that the test sequences are fixed and they are available by ITU-T.
Mr. Imre Varga (Qualcomm) stated that the point is to have transparent and well understood floating-point conformance method in 3GPP for any companies and platforms, and that the defined conformance process is universally applicable.
Mr. Tomas Toftgard (Ericsson) asked if other test sequences that the selected 30 items have been tried. Mr. Fabrice Plante (Intel) stated that the goal is not to define a codec or characterize EVS floating-point, but to make sure that a compiler and implementation is conformant. He commented that EVS floating-point has already been tested. Mr. David Singer (Apple) commented that the purpose of thresholds to divide the sheep from the goats (pass / fail), and to test implementations using the same bitstream; he stated that thresholds are based on conformance bitstreams which have been discussed for one year, and there had been little contributions from outside. He stated that this is not a training verification, but the goal is to design a red/green light test, use correct tools, and some defined implementations were expected to fail and other defined implementations were expected to pass and they were verified.
Mr. Tomas Toftgard (Ericsson) asked if during development the scope was extended, by trying a different set, to see if there is a big variability between different sets. Mr. Fabrice Plante (Intel) clarified that only one test set was used for evaluation. He highlighted that this is for MOS-LQO tests and other tests use all test vectors from 26.444, and people focus on the POLQA test set only. He commented that available items were reused. He noted that in the end one can have a tight threshold, and one can catch too aggressive compilers.
Conclusion:
S4-190733 was noted.


Mr. Fabrice Plante presented a draft version of S4-190824 EVS_FCNBE Timeplan v0.4, from Intel (Rapporteur)
Comments / questions: 
The EVS SWG Chairman wondered if this document was needed as the only change was on the WID revision which was clarified to be unnecessary. He asked if the current Rapporteur Fabrice Plante was available until the end of this meeting. Answer: yes. He suggested to reflect the change of rapporteur for the meeting in August. Mr. Fabrice Plante (Intel) clarified that he would produce this version v0.4.
The EVS SWG Chairman summarized that there is no change for July and ‘change of Rapporteur’ will be added for August.
Conclusion:
S4-190824 (v0.4) was agreed.
This Tdoc will go to A.I. 15.10.


7 New Work / New Work Items and Study Items

No Tdoc in this A.I.

8 Any Other business

The EVS SWG Chairman thanked Mr. Fabrice Plante (Intel) for his involvement and contribution in the group and for his Rapporteurship. 
Mr. Stefan Doehla (Fraunhofer) thanked the Chairman for the productive meeting.

9 [bookmark: _Toc233381534][bookmark: _Toc233381591]Close of the session: July 4, 20:09 (local time)
[bookmark: _Toc233381535][bookmark: _Toc233381592]The EVS SWG Chairman closed the meeting. 
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