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[bookmark: _Toc532289946]================ First change =================
3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
3DOF	3 Degrees of freedom
ACN	Ambisonics Channel Number
API	Application Programming Interface
AVC	Advanced Video Coding
BMFF	Base Media File Format
BRIR	Binaural Room Impulse Response
CMP	Cube-Map Projection
CIBR	Common Informative Binaural Renderer
DASH	Dynamic Adaptive Streaming over HTTP
DRC	Dynamic Range Control
EOTF	Electro-Optical Transfer Function
ERP	EquiRectangular Projection
ESD	Equivalent Spatial Domain
FFT	Fast Fourier Transform
FIR	Finite Impulse Response
FOA	First Order Ambisonics
FOV	Field Of View
GPU	Graphics Processing Unit
HDR	High Dynamic Range
HDTV	High Definition TeleVision
HEVC	High Efficiency Video Coding
HMD	Head Mounted Display
HOA	High Order Ambisonics
HRD	Hypothetical Reference Decoder
HRIR	Head-Related Impulse Responses
HRTF	Head-Related Transfer Function
HTTP	HyperText Transfer Protocol
IFFT	Inverse FFT
IRFFT	Inverse RFFT
MAE	MPEG-H Audio Metadata information
MCC	Metrics Collection and Computation
MHAS	MPEG-H Audio Stream
MIME	Multipurpose Internet Mail Extensions
MPD	Media Presentation Description
MPEG	Moving Pictures Experts Group
NAL	Network Abstraction Layer
OMAF	Omnidirectional MediA Format
PCM	Pulse Code Modulation
RAP	Random Access Point
RFFT	Real FFT
RWP	Region-Wise Packing
SDR	Standard Dynamic Range
SEI	Supplemental Enhancement Information
SN3D	Schmidt semi-normalisation
SOFA	Spatially Oriented Format for Acoustics
SPS	Sequence Parameter Set
SRQR	Spherical Region-wise Quality Ranking
VCL	Video Coding Layer
VST	Virtual Studio Technology
VUI	Video Usability Information
VR	Virtual Reality

================ Next change =================
[bookmark: _Toc532290068]9	VR Metrics
[bookmark: _Toc532290069]9.1	General
VR metrics is a functionality where the client collects specific quality-related metrics during a session. These collected metrics can then be reported back to a network side node for further analysis. The metric functionality is based on the QoE metrics concept in 3GP-DASH [8], but further extended to also cover VR-specific metrics. A VR client supporting VR metrics shall support all metrics listed in clause 9.3, and shall handle metric configuration and reporting as specified in clauses 9.4 and 9.5.
[bookmark: _Toc9527533]9.2	VR Client Reference Architecture
The client reference architecture for VR metrics, shown below, is based on the client architecture in Figure 4.3-1. It also contains a number of observation points where specific metric-related information can be made available to the Metrics Collection and Computation (MCC) function. The MCC can use and combine information from the different observation points to calculate more complex metrics. 
Note that these observation points are only defined conceptually, and might not always directly interface to the MCC. For instance, an implementation might relay information from the actual observation points to the MCC via the VR application. It is also possible that the MCC is not separately implemented, but simply included as an integral part of the VR application.
Also note that in this version of this specification not all of the described observation points are necessarily used to produce VR metrics. 
 [image: ]
Figure 9.2-1: Client reference architecture for VR metrics
[bookmark: _Toc9527534]9.2.1	Observation Point 1
The access engine fetches the MPD, constructs and issues segment requests for relevant adaptation sets or preselections as ordered by the VR application, and receives segments or parts of segments. It may also adapt between different representations due to changes in available bitrate. The access engine provides a conforming 3GPP VR track to the file decoder.
The interface from the access engine towards MCC is referred to as observation point 1 (OP1) and is defined to monitor:
-	A sequence of transmitted network requests, each defined by its transmission time, contents, and the TCP connection on which it is sent
-	For each network response, the reception time and contents of the response header and the reception time of each byte of the response body
-	The projection/orientation metadata carried in network manifest file if applicable
-	The reception time and intended playout time for each received segment
[bookmark: _Toc9527535]9.2.2	Observation Point 2
The file decoder processes the 3GPP VR Track and typically includes a file parser and a media decoder. The file parser processes the file or segments, extracts elementary streams, and parses the metadata, if present. The processing may be supported by dynamic information provided by the VR application, for example which tracks to choose based on static and dynamic configurations. The media decoder decodes media streams of the selected tracks into the decoded signals. The file decoder outputs the decoded signals and metadata which is used for rendering. 
The interface from the file decoder towards MCC is referred to as observation point 2 (OP2) and is defined to monitor:
-	Media resolution
-	Media codec
-	Media frame rate
-	Media projection, such as region wise packing, region wise quality ranking, content coverage
-	Mono vs. stereo 360 video
-	Media decoding time
[bookmark: _Toc9527536]9.2.3	Observation Point 3
The sensor extracts the current pose according to the user's head and/or eye movement and provides it to the renderer for viewport generation. The current pose may also be used by the VR application to control the access engine on which adaptation sets or preselections to fetch.
The interface from the sensor towards MCC is referred to as observation point 3 (OP3) and is defined to monitor:
-	Head pose
-	Gaze direction
-	Pose timestamp
-	Depth
[bookmark: _Toc9527537]9.2.4	Observation Point 4
The VR Renderer uses the decoded signals and rendering metadata, together with the pose and the knowledge of the horizontal/vertical field of view, to determine a viewport and render the appropriate part of the video and audio signals. 
The interface from the media presentation towards MCC is referred to as observation point 4 (OP4) and is defined to monitor:
-	The media type
-	The media sample presentation timestamp
-	Wall clock counter
-	Actual presentation viewport
-	Actual presentation time
-	Actual playout frame rate
-	Audio-to-video synchronization
-	Video-to-motion latency
-	Audio-to-motion latency
[bookmark: _Toc9527538]9.2.5	Observation Point 5
The VR application manages the complete device, and controls the access engine, the file decoder and the rendering based on media control information, the dynamic user pose, and the display and device capabilities. 
The interface from the VR application towards MCC is referred to as observation point 5 (OP5) and is defined to monitor:
-	Display resolution
-	Max display refresh rate
-	Field of view, horizontal and vertical
-	Eye to screen distance
-	Lens separation distance
-	OS support, e.g. OS type, OS version
9.3	Metrics Definitions
9.3.1	General
As the VR metrics functionality is based on the DASH QoE metrics [8], all metrics already defined in [8] are valid also for a VR client. Thus the following sub-clauses only define additional VR-related metrics.
[bookmark: _Toc9527564]9.3.2	Metric1
Text for Metric1.
[bookmark: _Toc9527565]9.3.3	Metric2
Text for Metric2.
9.4	Metrics Configuration
9.4.1	General
Metrics configuration is done according to clauses 10.4 and 10.5 in DASH [8], but can also include any metrics defined in clause 9.3 above.
9.5	Metrics Reporting
9.5.1	General
Metrics reporting is done according to clause 10.6 in DASH [8], with the additional VR-specific metrics reported according the the XML schema in clause 9.5.2.
9.5.2	Reporting Format
	<?xml version="1.0"?>
<xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema"
    targetNamespace="urn:3gpp:metadata:2019:VR:metrics"
xmlns:sv="urn:3gpp:metadata:2016:PSS:schemaVersion"
    xmlns="urn:3gpp:metadata:2019:VR:metrics" elementFormDefault="qualified">    


    <xs:element name="VrMetrics" type="VrMetricsType"/>

    <xs:complexType name="VrMetricsType">
        <xs:sequence>
            <xs:element name="Metric" type="MetricType" minOccurs="1" maxOccurs="unbounded"/>
            <xs:element ref="sv:delimiter"/>
            <xs:any namespace="##other" processContents="skip" minOccurs="0" maxOccurs="unbounded"/>
        </xs:sequence>
        <xs:anyAttribute processContents="skip"/>
    </xs:complexType>

    <xs:complexType name="MetricType">
        <xs:choice>
            <xs:element name="Metric1" type="Metric1Type"/>
            <xs:element name="Metric2" type="Metric2Type"/>
        </xs:choice>
        <xs:anyAttribute processContents="skip"/>
    </xs:complexType>

</xs:schema>
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