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Introduction
In document [1] the source has suggested a number of principles for the definition of the reference conditions in reference tests. The present contribution applies these principles and proposes ways for the generation of reference and Codec under Test (CuT) conditions for all IVAS work item essential IVAS codec operation scenarios. In particular, processing for reference and CuT conditions is proposed for
· Operation with channel-, scene-, and object-based input audio, including stereo and binaural input audio,
· Operation of the complete IVAS candidate solution including coding/decoding and rendering,
· [bookmark: _GoBack]Operation with predominant audio rendering instrument, which are headphones, but also assuming stereo and mono tablet speaker playback.
The contribution also shows that certain tests with rendering over loudspeaker systems (as opposed to headphone rendering) may be problematic during IVAS codec selection and concludes that such tests should rather be tested in IVAS codec characterization.
Testing with immersive input
1. [bookmark: _Hlk8223304]
1. 
1. 
Testing with immersive input audio and headphone rendering
[bookmark: _Hlk8223537]The following figure shows an exemplary flow diagram of the suggested processing of reference and IVAS candidate (CuT) conditions with diotic headphone rendering. 


Figure 1: Example processing chain for reference and CuT condition generation for tests with immersive input audio and headphone rendering
The input audio is represented as any of the envisioned immersive input audio formats, i.e. channel-based (CBA), object-based (OBA) and scene-based (SBA) original audio or any combination thereof. The SBA is assumed to be HOA audio of sufficient order (n>=3) in order not to introduce inherent quality limitations. 
In the processing branch for the reference conditions, the following operations are carried out:
1. The SBA signal is converted to an Equivalent Spatial Domain representation.
2. CBA and OBA signals are rendered using a Reference Loudspeaker Renderer to the virtual loudspeaker positions of the Fliege points associated with the ESD representation. 
3. The combined ESD representative of the CBA, OBA and SBA signals is fed into a Reference Binaural Renderer that outputs a DIRECT file for headphone listening.
The following points should be noted or are for discussion:
1. The corresponding HOA order of the ESD representation should be sufficiently high (e.g. n=6 or higher), to ensure accurate rendering of the CBA and OBA signals. 
2. The Reference Loudspeaker Renderer is [tbd], but can for instance be of VBAP type.
3. The Reference Binaural Renderer is [tbd], but can for instance be of convolutional type. The same set of HRTF/BRIRs are applied in the Reference Binaural Renderer and the IVAS renderer. The use of personalized HRTFs should be discussed.
4. There exist direct ways for binaural rendering of CBA and OBA instead of applying the indirect route through the ESD representation. The shown indirect approach through the ESD representation was adopted during the VRStream audio activity and for that reason given as an example. The source is open to consider direct approaches.
For the generation of the conditions of the IVAS candidate (CuT), the input audio is directly fed into the IVAS candidate encoder except for test conditions with FOA or plane first-order B-format input audio, where the higher order Ambisonics components are first truncated accordingly. The IVAS renderer generates a CuT file for headphone listening.
Performance anchor conditions that may be specified as performance requirements in Pdoc IVAS-3 are treated as special CuT conditions. 
A special case is testing with tracked head movements. Given the group’s experiences in terms of test repeatability and accuracy from the VRStream audio profile standardization activity when testing with real-time head-tracking of the test subjects, it is here proposed to rely on pre-recorded head movement tracks that can be equally applied for the reference and the CuT conditions and for all listeners. In particular, this approach allows off-line testing using reference and CuT condition files.   

Testing with immersive input audio and stereo speaker rendering
The suggested processing of reference and IVAS candidate (CuT) conditions with stereo speaker rendering is very similar to the processing for headphone rendering. As shown in the following exemplary figure, the only difference is that the binaural renderer is replaced by a (possible) re-conversion from ESD to HOA followed by an HOA to stereo decoder. 


Figure 2: Example processing chain for reference and CuT condition generation for tests with immersive input audio and stereo speaker rendering
Note that the technique to be used for the HOA to stereo decoding stage should be for discussion. Conceivable techniques are for instance mid-side or UHJ decoding of the HOA signal. Stereo recording using a virtual coincident stereo microphone using the ESD signals as feeds may be a further possibility. It is important to note that none of the conversion techniques can be claimed to represent the ground-truth and there is no single best solution. Given that background, the fact that stereo speaker playback is not the predominant IVAS audio rendering option and based on the considerations in [2], it is suggested to carry out this kind of testing with stereo render to loudspeakers only during IVAS codec characterization. 
Testing with immersive input audio and mono speaker rendering
The suggested processing of reference and IVAS candidate (CuT) conditions with mono speaker rendering is very similar to the processing for stereo speaker rendering. The only difference is that the HOA to stereo decoder is replaced by an HOA to mono decoder stage. 
Note that the technique to be used for the HOA to mono decoding stage may also be for discussion. Conceivable techniques are for instance the use of the omnidirectional Ambisonics component W or (passive) downmix of the stereo signal obtained as described above. However, again, none of the conversion techniques can be claimed to represent the ground-truth and there is no single best solution. For this and the reasons given in [2], it is suggested to carry out this kind of testing with mono render only during IVAS codec characterization. 
Testing with binaural input
2 
Testing with binaural input audio and headphone rendering
The following figure shows an exemplary flow diagram of the suggested processing of reference and IVAS candidate (CuT) conditions in case of binaural input audio and diotic headphone rendering. 


Figure 3: Example processing chain for reference and CuT condition generation for tests with binaural input audio and headphone rendering
The reference condition is obtained according to the same processing for generating the reference condition for tests with immersive input audio and headphone rendering. 
For the generation of the conditions of the IVAS candidate (CuT), the reference audio signal is fed into the IVAS candidate encoder. Metadata identifies the input as binaural audio. 
Reference anchor conditions are generated in an analogous way as CuT conditions.

Testing with binaural input audio and stereo speaker rendering
The following figure shows an exemplary flow diagram of the suggested processing of reference and IVAS candidate (CuT) conditions in case of binaural input audio and stereo speaker rendering. 


Figure 4: Example processing chain for reference and CuT condition generation for tests with immersive input audio and stereo speaker rendering
The reference condition is obtained according to the same processing for generating the reference condition for tests with immersive input audio and stereo speaker rendering. Note again that the technique to be used for the HOA to stereo decoding stage may be for discussion. Conceivable techniques are for instance mid-side or UHJ decoding of the HOA signal. Stereo recording using a virtual coincident stereo microphone using the ESD signals as feeds may be a further possibility. None of the conversion techniques can be claimed to represent the ground-truth and there is no single best solution. Given that background, the fact that stereo speaker playback is not the predominant IVAS audio rendering option and based on the considerations in [2], it is suggested to carry out this kind of testing with stereo render to loudspeakers only during IVAS codec characterization.
For the generation of the conditions of the IVAS candidate (CuT), the same processing is applied as for the generation of the reference condition for the tests with immersive input audio and headphone rendering. The binaurally rendered signal obtained by that processing is then fed as binaural input audio signal into the IVAS candidate encoder. Metadata identifies the input as binaural audio. 
Testing with binaural input audio and mono speaker rendering
The suggested processing of reference and IVAS candidate (CuT) conditions with binaural input audio and mono speaker rendering is again very similar to the corresponding processing for stereo speaker rendering. The only difference is that the HOA to stereo decoder is replaced by an HOA to mono decoder stage. 
As stated previously, the technique to be used for the HOA to mono decoding stage may be for discussion. Conceivable techniques are for instance the use of the omnidirectional Ambisonics component W or downmix of the stereo signal, obtained as described above. However, again, none of the conversion techniques can be claimed to represent the ground-truth and there is no single best solution. For this reason, it is suggested to carry out this kind of testing with mono render only during IVAS codec characterization. 
Testing with stereo input audio
The following figure shows a flow diagram of the suggested processing of reference and IVAS candidate (CuT) conditions in case of stereo input audio.


Figure 5: Processing chain for reference and CuT condition generation for tests with stereo input audio
The stereo input audio file serves as DIRECT file to be used for rendering of the reference condition both for headphone and stereo loudspeaker playback. 
The IVAS candidate (CuT) condition is the audio file that is obtained through processing the stereo input audio file with the IVAS candidate codec/renderer.
Given the proposal in [2], for IVAS codec selection it is suggested to carry tests with stereo input audio only with diotic headphone rendering/listening. Render scenarios to stereo loudspeakers may be considered during IVAS codec characterization.
Conclusion
In conclusion, the source proposes to agree on the following:
· The suggested generation of reference, CuT and performance anchor conditions for immersive, binaural and stereo input audio, on a principle level while certain details are still for discussion.
· The suggested testing of certain conditions for which there is no ground-truth conversion from immersive/binaural audio to stereo/mono only in IVAS codec characterization.
The source has further identified certain details related to the processing of the reference conditions that are still for discussion. 
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