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1 Introduction

TS 22.886 contains several use-cases, which include sensor data transmission to other vehicles. The data from a video camera can be considered as special form of sensor data, which produces high volumes of data. 

The intention of this document is to start discussing a potential role of 3GPP guidelines, when sending video data to other vehicles. 
2 SA1 use-cases
There are several use-cases, which include sharing of video data

1: Remote / Teleoperated Driving: A Human / Machine is remotely operating a vehicle. This includes low-latency uplink media (video, audio and other sensor data)
2: See-thru: A leading vehicle offers a live video from the front-facing camera to following vehicles. This includes low-latency uplink media (via PC5 or Uu)
3: Road Side Cameras: A Road Side Camera is used for traffic and pedestrian (VRU) detection. This includes low latency uplink media to the object processing center.
4: Surveillance Cameras: A Road Side Camera is used for monitoring the traffic flow and the traffic situation. A moderate latency can be acceptable.
Some of the use-case consider PC5, other use-cases consider Cellular Uu. A video resolution (e.g. HD) is mentioned for some use-cases, however, requirements on framerates or camera field of view is not given. It is also not clear, which media quality is needed for e.g. object detection or remote vehicle operations.
3 Discussion
Resolution Aspects

There are several dash cams on the market which support different wide-angle field of view (FoV). However, there is a dependency between the FoV, the video capture sensor resolution and the distance of objects of interest.

As example, we calculate here the capture size of a pixel (in meter). The larger the distance between the camera (capture sensor) and a captured object, the larger the quantization noise. In other word, the larger the distance between camera and the object, the larger the area which is captured by a single pixel. 

In the following, we should some examples of the dependency.  
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Figure 1: Determining the pixel size. 
D is the distance between the vehicle mounted camera and the object. H is here the width of an object, which would be captured by a single pixel.
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	Row
	Distance [m]
	Camera
Resolution (Horizontal)
	Camera
Field of View
	
	Object width, captured by one pixel [m]

	
	
	
	
	
	

	1
	10
	1920
	170
	
	0,015453448

	2
	50
	1920
	170
	
	0,077267242

	3
	100
	1920
	170
	
	0,154534484

	
	
	
	
	
	

	4
	10
	4096
	170
	
	0,007243799

	5
	50
	4096
	170
	
	0,036218997

	6
	100
	4096
	170
	
	0,072437994

	
	
	
	
	
	

	7
	10
	4096
	40
	
	0,001704423

	8
	50
	4096
	40
	
	0,008522116

	9
	100
	4096
	40
	
	0,017044231


The table shows a pixel resolution for different camera sensors, different distances and field of view. Row 3, for example, indicates the size of a captured object in a pixel for 100m distance. An object of width 1.5meter would be captured into 10 pixels. A blob of 10pixel might be too few for an object detection. Or, the camera resolution / field of view should depend on the distance target of object detection. 
The vehicle at 90km/h needs 4 seconds to drive a distance of 100m. 

The camera resolution and the camera field of view (lens) may depend on the use-case for the camera.

Frame Rate

Many available consumer cameras capture frames at 30 frames per second. Some commercial dash cams already support 60frames per second to increase the sharpness of captured images. 
When a 25fps camera is mounted to a vehicle, which is driving 90km/h, then the vehicle moves 1m for each frame duration (90km/h == 25m/s). 

Bitrates / quality 
For consumer video, the dependency between bitrate and quality (MOS) has been well studied. An example is shown in the figure below. The needed bitrate for the same quality depends on the viewing distance, the used codec (H.264), the codec profile (e.g. high profile) and certain implementation features like look-ahead for motion estimation / compensation. 

[image: image5.png]Bitrate (Mbps)

=
8
c
o
o
QL
=%

Difficult content
No visible artifacts
Visible artifacts,

No useful quality

<—— Sim

Color Quality Scale

but useful

- Green
- Yellow
-Red

2.5

g A

0.5

Iy

MOS (Mean Opinion Score)




Figure 2: Mean Opinion Score over bitrate

Certain codec features have an impact on the end-to-end latency and may not be used.  

Several use-cases such as remote driving or see-thru consider that the video from the vehicle mounted camera is viewed by a human. 
4 Proposal

The intention of this paper is to discuss the media capturing and media quality aspects within V2X. 
It is suggested to study and document (in the TR) the influence and dependencies of the resolution, the bitrate, the codec configurations, the framerate, etc onto the resulting usable quality for V2X services. A V2X Service may use for example object detection and the detection success rate depend on the input material.
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