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1. Introduction
In order to investigate the relevance of Augmented and Extended Reality in this Study Item of FS_XR5G, the architecture for network rendering and split rendering has been considered. 
This document provides the generalized XR architecture which can support network rendering or split XR rendering over the distributed XR computing. 
2. The Proposed XR Architecture 
===== START OF CHANGES  =====
6
Architectures for Extended Reality
This clause provides the architecture for extended reality applications which supports the XR split rendering. The below Figure 1 shows a high-level structure of the generalized XR architecture which describes their components and interfaces. 
The XR client has a set of sensors (e.g., trackers and capturing devices) and shares sensed information with the XR (edge) server. The XR (edge) server processes the sensed information from the XR client and converts the 3D scene into a simpler format to be processed by the XR client, with additional metadata, and delivers it to the XR client. The XR client generates the XR viewport by using locally processed or received presentation and renders the viewport via the XR display (e.g., HMD, AR glass). 
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Figure 1. XR Architecture 
An XR client connects to the network and joins XR rendering application. The XR client sends static device information (e.g., sensors, supported decoders, viewport configuration) to the XR (edge) server. Based on this information, the XR server sets up encoder and formats. 
The XR client collects sensory information from sensors and process the sensory information (e.g., pose estimation or AR tracking). The collected information or processed information (e.g., a current pose) is sent to the XR (edge) Server. The XR (edge) Server uses the information to generate/compose the XR viewport. For example, the XR client takes the capture images from a camera and sends the captured image stream to the XR (edge) server. The XR (edge) server performs the AR tracking and compose the AR viewport based on tracked information. The viewport or 3D media components for the viewport are encoded with 2D/3D media encoders and the additional metadata (including the scene description for the XR viewport) is generated. The compressed media or metadata is sent to the XR client. The XR client decodes the media or metadata stream(s) into the decoded signals and rendering metadata. The presentation engine generates the XR viewport presentation by using the decoded signals and rendering metadata and possible other information. With the pose, a user viewport is determined by determining horizontal/vertical field of view of the screen of a head-mounted display or any other display device. The appropriate part of video and audio signals for a current pose is generated by synchronizing and spatially aligning the rendered video and audio. 
===== END OF CHANGES  =====
3. Proposal 
We suggest to integrate the proposed XR architecture text into the clause 6 of the Technical Report. 
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