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1 Introduction
A 360-degree conference call use case was agreed in SA4#103 meeting and included in ITT4RT permanent document [1]. The use case requires the capabilities for the party that sends 360-degree video to send viewport-independent streams or viewport-dependent streams based on the orientation of the remote participants. Figure 1 shows 2 scenarios of the use case where the viewport-dependent stream may be sent by party A or Media Resource Function (MRF)/Media Control Unit (MCU).
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Figure 1 ITT4RT 360-degree conference call use case

This document proposes to support viewport sharing in such use case as follows:

1. The viewport of a remote participant may be shared by other remote participants regardless of the orientation of other participants. 
2. Particiants in room A may have their own display device to receive viewport-independent or viewport-depedent video stream from party A or MRF/MCU.

3. The viewport of a remote participant may be shared by participants in room A with their own display device.
2 Use Case
A group of colleagues are having a meeting in conference room A. The room consists of a conference table (for physically present participants), a 360-degree camera, and a view screen. Two of their colleagues, Bonnie (B) and Clyde (C) are travelling and join the meeting through a conference call. 

· Participants in conference room A use the screen to display a shared presentation and/or video streams coming from Bonnie and Clyde. 

· Bonnie joins the conference from her home using a Head Mounted Display (HMD) and a camera that captures her video. She has a 360-degree view of the conference room. 
· Clyde joins the conference from the airport using his mobile phone. He also has a 360-degree view of the conference room on his mobile screen and uses his mobile camera for capturing his own video.

Both Bonnie and Clyde can see the screen in the conference room as part of the 360-degree video. They also have the option to bring into focus any of the incoming video streams (presentation or the other remote participant’s camera feed) using their own display devices. Both remote participant B and C send orientation information to either A or MRF/MCU, and receive viewport-dependent stream from either A or MRF/MCU.
2.1 Viewport sharing among remote participants
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Figure 2 Viewport sharing between remote participants w/o MRF/MCU
Figure 2 illustrates viewport sharing capability added to the above use case. When B is presenting to the conference or B is communicating with C, C may be interested in B’s focus or her 360-degree viewport, especially when B is interacting with anything or anyone in room A. In such case, C would request to follow B’s viewport. Upon permission from B, C may follow B’s viewport on his own display deviceregardless of C’s orientation. In this scenario, room A may multicast viewport dependent stream with embedded recommended viewport metadata to both B and C. C’s device will follow recommended viewport metadata and playback the same viewport presented to B.
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Figure 3 Viewport sharing between remote participants w/ MRF/MCU

Figure 3 shows the second scenario where the call is setup using a MRF or MCU. The MRF/MCU may receive C’s viewport sharing request and check B’s permission for such request. Once B’s permission is confirmed, MRF/MCU may forward the viewport dependent stream with recommended viewport metadata embedded to C. C’s device will follow recommended viewport metadata and playback the same viewport presented to B.
Viewport sharing feature may require capability of party A or MRF/MCU to forward B’s viewpot-dependent video stream to C after request/response signalling exchange, and embed the recommended viewport metadata into the stream.
2.2 Viewport-dependent stream for display device
Participants in conference room A may have their own display device (HMD, AR glass or mobile phone) to receive a 360-degree video stream (viewport independent or dependent stream) from room A, or conversational video from remote participant B or C. For a large conferencing room, some participants may not sit close to the view screen or other participants he or she would like to communicate, a display device may offer high quality view of room A regardless where the participant sits. A viewport-independent or viewport dependent 360-video stream may send to participant’s display device.
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Figure 4 Proposed viewport sharing use case w/o MRF/MCU
Figure 4 shows the first scenario, the call is setup without the support of a MRF or MCU. B and C send viewing orientation information to A and receive corresponding viewport-dependent streams from the omnidirectional camera. For the participants with their own display device, the display device may receive 360-degree viewport-independent video from omnidirectional camera, or viewport-dependent video stream by sending orientation information to A. 
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Figure 5 Proposed viewport sharing use case via MRF/MCU

Figure 5 shows a second scenario, the call is setup using a MEF or MCU. In this case, the viewport dependent streaming may be handled by MRF or MCU. For the participants with theirown  display device, the display device may receive 360-degree viewport-independent video from omnidirectional camera, or viewport-dependent video by sending orientation information to MRF/MCU.
2.3 Viewport sharing for second display device
When a remote participant B or C is presenting or communicate to the room A, participants in room A with their own display device may be interested in B or C’s focus or interaction on specific viewport of 360-degree video captured by omnidirectional camera, these participant may request to follow B or C’s viewport and receive the same viewport-dependent stream sending to B or C.
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Figure 6 Viewport sharing to second display w/o MRF/MCU
Figure 6 shows the first scenario, the call is setup without MEF or MCU. Participants in room A with their own display device may like to follow B’s viewport, participant sends the request to B and is authorized by B. The viewport-depedent video for B is then played back on authorized participant display device with embedded viewport information, the display device would follow embedded viewport information to render the viewport regardless participant’s orientation.
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Figure 7 Proposed viewport sharing use case via MRF/MCU

Figure 7 shows a second scenario, the call is setup using a MEF or MCU. In this case, the viewport sharing request may be handled by MRF or MCU, MRF or MCU receive the request from participants and confirm the authorization from B. MRF or MCU then sends viewport-dependent video streams with embedded recommended viewport metadata to B and her followers in room A. 
3 Requirements

The following requirements must be met to support the above-mentioned use case: 
· Capability for the participant in room A with his or her own display device to receive a viewport independent or viewport dependent video from omnidirectional camera in room A. 

· Capability for the remote party to share a viewport dependent video stream with embedded viewport metadata to another remote participant.

· Capability for the participant in room A with his or her own display device to follow remote participant viewport presentation.
4 Proposal 

We propose that the viewport sharing use case and requirements are moved to ITT4RT Permanent Document.
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