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1 Introduction

3GPP SA4 is creating a new 5G Media Streaming Architecture (5GMSA). The 5G network slicing is consisted of access network, core network and transport network, and each network domain has its own resource and operation management. Although the network slicing design includes the three network domains, it is hard to realize end-to-end network latency assurance. Therefore we need to utilize edge computing technology to help introduce the applications in the telecom cloud environment, and also reduce the transmission distance in transport network. To some degree, the end-to-end network latency can be assured, and the operator can promise the network experience to the vertical industries. And the latency between Edge computing platform and UE should also be supported.

2 Use Cases
This use case describes the Multi-Access Computing can support to realize the end-to-end network latency assurance of a network slice instance. The 5G network slicing is consisted of access network, core network and transport network, and each network domain has its own resource and operation management. Therefore, the network latency requirement should be included in the NSD, and be distributed to the access network, core network and transport network. 

Although the network slicing design includes the three network domains, it is hard to realize end-to-end network latency assurance. 

- First reason is that the end-to-end network latency assurance means the latency requirement from UE to application, and the application which is deployed in the internet network is out of scope of network slicing. Therefore, the Edge computing platform should be included in a network slice instance, in order to introduce application deployed from internet network to Edge computing platform.

- The second reason is the uncertainty of latency estimation for transport network. The longer transmission distance and the larger traffic data aggregation, will result in worse network quality once a traffic burst happens. And the MEC platform located in the edge of mobile network can help to reduce the uncertainty of transport network latency.
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Step1: Latency requirement distribution. The NSD(network service descriptor) will include the network latency requirement. And the requirement will be distributed to access network, core network, and transport network. 

Step2: UPF(user plane function) deployment. The transport network and core network will coordinate to determine the UPF deployment location to meet the transport network latency requirement.

Step3: Edge computing platform deployment. The Edge computing platform should be deployed with synthesizing Edge computing application scenario requirement, virtualization resource requirement and internet latency.

Step 4: Calculating the end-to-end network latency. The Edge computing platform should support latency calculation. A testing data packet with timestamp can be transmitted between the UE and Edge computing platform.  Therefore, the network latency can be obtained in reality network environment.

Step 5: Accessing the end-to-end network latency.  If the network latency obtained from step4 cannot satisfy the requirement, then go back to start from step 2.

Finally, the network latency of a network slice instance with Edge computing can be obtained. The media application/server deployed on the Edge computing platform can be offered with assured network latency in running time.

3 Requirement
· The Architecture should be extended to include Edge Computing platform 

· The latency calculation between UE and Edge Computing platform should be supported

· The UPF and Edge Computing platform can be deployed rapidly in the virtualized environment.

4  Proposal 

This document discusses how edge computing can support end-to-end latency. Based on this discussion, it is proposed to make requirement in section 3 to the TS 26.501.
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