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1. Introduction
One type of cameras being widely used today for capturing of VR video is fisheye cameras consisting of one or more fisheye lens. The fisheye lens are wide-angle camera lens that usually captures an approximately hemispherical field of view and produces a circular image. Circular images captured by multiple fisheye lenses of a 360 camera typically cover all directions around the centre point of the camera set or camera device. An example of a fisheye video containing two circular images captured by two fisheye lens is shown in the below Figure 1.


Figure 1: Two fisheye images per video picture

When fisheye video is captured at FLUS source, there is usually at most very little overlapping areas of the video captured by the lens. Therefore, the projection does not provide much benefit to remove or reduce redundant overlapping area even though it requires additional processing for the projection. When the fisheye video is directly encoded and transmitted, the fisheye video is decoded and the part corresponding to the user viewport is provided, with or without the projection. 

In use case of sharing to social network service of TR26.239, a user is sharing a 360 degree video that is being captured through a VR camera and sent as a fish eye. The video stream is shared with a FLUS Sink in the network that relays the stream to a popular social network service (SNS).
Once the user selects to start sharing, the UE discovers an appropriate FLUS Sink that supports the specific SNS and that can stitch the fish eye into a 360 video and transcode the content to match the distribution format. 

To achieve this, we propose to consider the support of fisheye omnidirectional video, that the fisheye video is directly encoded and transmitted, in E-FLUS. Therefore, the 
· Updates on descriptive parameters of 3DOF FLUS source system for fisheye video
· Media codec profiles for fisheye video 
2. Update on 3DOF FLUS source system 
===== START OF CHANGES  =====
4.5.5
3DOF FLUS source system
4.5.5.1
Introduction

The three-degrees of freedom system is defined to fully describe content that enables the user to look around from a single observation point in 3D space.  
A 3DOF source system is identified with the unique identifier urn:org:3gpp:flus:3dof:2017. 

The coordinate system is defined, as well as the basic structure to describe this source system.
4.5.5.2
Coordinate system
The direction in which a FLUS sink is interested can be represented using a coordinate system shown in figure 4.5-1, which consists of three axes, X, Y, and Z [3]. The X axis is equal to back-to-front axis, Y axis is equal to side-to-side (or lateral) axis, and Z axis is equal to vertical (or up) axis. Three angles, pitch, yaw, and roll, are measured around the X, Y, and Z axes respectively. As the torso is assumed to be fixed, the angles are assumed to be generated by the movement of the head. If seen from the origin to the positive direction of each axis, indicated by the arrows, each angle increases clockwise. The X-Z plane is aligned with the ground. When looking in the positive direction of Z axis, all angles are zero. The value ranges of yaw and roll are both −180.0, inclusive, to 180.0, exclusive, degrees. The value range of pitch is −90.0 to 90.0, inclusive, degrees.
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Figure 4.5-1: Coordinate system at media receiver
A source system is defined as a capturing device that has a center point from which the content is captured.

The captured content is represented in a reference system that enables a consumer of FLUS captured content to be able to look around from a single observation point in 3D space defined by the position of central capturing device(s). 

This ability to look around and listen from a center point in 3D space is defined as 3 degrees of freedom (3DOF).

-
Tilting side to side on the X-axis referred to as Rolling

-
Tilting forward and backward on the Y-axis, referred to as Pitching

-
Turning left and right on the Z-axis, referred to as Yawing 

It is worth noting that this center point is not necessarily static - it may be moving. The center point is defined by a physical location.

The content may be combined with simultaneously captured audio that may be 3D. 

Additional timed media sources may be captured and streamed to the FLUS sink.

Signals may represent a 2D signal or a spherical video. Spherical signals defined in this specification are represented in a spherical coordinate space in angular coordinates (ϕ, θ) for use in omnidirectional video applications and 3D audio. The viewing and listening perspective is from the origin sensing/looking/hearing outward toward the inside of the sphere. The spherical coordinates are defined so that ϕ is the azimuth (longitude, increasing eastward) and θ is the elevation (latitude, increasing northward) as depicted in figure 4.5-1.
Depending on the applications or implementations, not all angles may be necessary or available at the FLUS source. The 360 video and the 3D audio may have a restricted coverage. For example, it may not be possible for a FLUS source to control media encoding parameters related to roll or pitch, e.g., when a wheel-shaped camera with a series of lenses is located on a flat surface, in which case only yaw needs to be fed back. The means to measure these angles is outside the scope of this document.

For video, such a center point may exist for each eye, referred to as stereo signal. And obviously, the video consists of three color components, typically expressed by the luminance (Y) and two chrominance components (U and V).
Although this coordinate system is defined for FLUS sink, and a FLUS source may use a typical spherical coordinate system as defined in [2], where the layout of loud speakers is represented with azimuth and elevation, the FLUS source should take appropriate actions based on the geometric information it receives from the far-end. If such a spherical coordinate system is used, the direction at the FLUS source, when both azimuth and elevation are zero, corresponds to the direction at FLUS sink when pitch, yaw, and roll are all zero.
4.5.5.3
Descriptive Parameters

In order to describe the media and metadata components of the system, the description language needs to provide information on the source system as well as each media component. The 3DOF FLUS system is described in Table 4.5-2. 
Table 4.5-2: 3DOF FLUS source System Description
	3DOF FLUS source system
	Cardinality 
	Description

	
	Source System Identifier
	URI
	Identifier of the source system as a URI, and in this specification shall be set to: urn:org:3gpp:flus:3dof:2017

	
	Description  
	
	Detailed description of the source system including static metadata, etc. , and which shall be conveyed in a separate namespace from that of the Source System Identifier.

	
	Video Stream
	0 … 1
	At most one video stream is contained. 

If present, the media stream is identified by the media type "video", such that no additional identifier is needed. The video stream shall contain sufficient information to be self-declarative in the coordinate system as defined in clause 4.5.5.2.

	
	
	Identifier
	0 … 1 
	Unique identifier of the video stream in the source system. If not present, the source system should contain sufficient information to uniquely identify the video stream in the source system.  

	
	
	Type
	1
	Provides the type of the contained video stream

-
360 mono: The video represents a single spherical video.

-
360 stereo: The video contains two spherical videos, one for each eye.
-
mono fisheye video: The video contains one or more fisheye videos for a spherical video.

-
stereo fisheye stereo: The video contains two or more fisheye videos for two spherical videos, one for each eye.
-
Unknown: will be provided by source system.

	
	
	Description
	1
	Describes the details of the video stream including the encoding, the metadata, etc. The media stream is self-describing in the source system.

	
	Audio Stream
	0 … 1
	If present, the media stream is identified by the media type "audio", such that no additional identifier is needed. The audio stream shall contain sufficient information to be self-describing in the coordinate system as defined in clause 4.5.4.2.

	
	
	Identifier
	0 … 1 
	Unique identifier of the audio stream in the source system. If not present, the source system should contain sufficient information to uniquely identify the audio stream in the source system.  

	
	
	Type
	1
	Defines the type of the contained audio stream:

-
2D: the audio describes a planar version of the surrounding audio. No heights are included.

-
3D: the audio includes 3 dimensions with heights.

-
Unknown: will be provided by source system.

	
	
	Description
	1
	Describes the details of the audio stream including the encoding, the metadata, etc. The media stream is self-describing in the source system

	
	Other Media Stream
	0 … N
	If present, each media stream shall include an identifier that provides an exact description of each (non- video or audio) media stream. Note that metadata is also considered as a separate media stream.

Each such media stream shall contain sufficient information to be self-describing in the coordinate system defined in clause 4.5.5.2.

	
	
	Identifier
	1 
	Unique identifier (for each instance) of the media stream in the source system. The identifier value shall be provided to describe the metadata. Examples for metadata description are 4CC codes in the file format.  

	
	
	Description
	1
	Describes the details of this media stream including the encoding, the metadata, etc. The media stream is self-describing in the source system


===== END OF CHANGES  =====
3. Codec profile for fisheye video

For fisheye omnidirectional video, we propose that the FLUS source shall support video encoders based on 3GPP Fisheye H.265/HEVC Operation Point with H.265 (HEVC) Main-10 Profile Main Tier Profile Level 5.1 as defined in clause 3.1. 
If MP4/ISO BMFF based distribution is used for fisheye omnidirectional video, then the generated track shall conform to requirements in clause 3.2. 
3.1.  Fisheye H.265/HEVC Media Profile
3.1.1. Fisheye H.265/HEVC Operation Point

3.1.1.1. Profile and level

A Bitstream conforming to the 3GPP Fisheye H.265/HEVC Operation point shall conform to H.265/HEVC Main-10 Profile Main Tier Profile Level 5.1.

Hence, for a Bitstream conforming to the 3GPP Fisheye H.265/HEVC Operation point shall comply with the following restrictions:

-
The general_profile_idc shall be set to 2 indicating the Main10 profile.

-
The general_tier_flag shall be set to 0 indicating the Main tier.

-
The value of level_idc shall not be greater than 153 (corresponding to the Level 5.1) and should indicate the lowest level to which the Bitstream conforms.

3.1.1.2. Bit depth

Bitstreams conforming to the 3GPP Fisheye H.265/HEVC Operation point shall be encoded with either 8 or 10 bit precision:

-
bit_depth_luma_minus8 = 0 or 2 (8 or 10 bits respectively)

-
bit_depth_chroma_minus8 = bit_depth_luma_minus8  
3.1.1.3. Aspect Ratios and Spatial resolutions

Picture aspect ratio 2:1 should be used for the encoded picture. 
The spatial resolution of the distribution format should be one of the following (expressed in luminance pixel width × luminance pixel height): 

-
3840 × 1920, 2880 × 1440, 1920 × 960, 1440 × 720, 960 × 480.

-
4096 × 2048, 3072 × 1536, 2048 × 1024, 1536 × 768, 1024 × 512.

NOTE:
Distribution formats do not exceed the native resolution of the Operation Point, but they may be subsampled in order to optimize distribution or adapt to the viewing conditions.

3.1.1.4. Frame rates
A Bitstream conforming to the 3GPP Fisheye H.265/HEVC Operation Point shall have one of the following frame rates: 24; 25; 30; 24/1001; 30/1001; 50; 60; 60/1001 Hz.
In the VUI, the timing information may be present:

-
If the timing information is present, i.e. the value of timing_info_present_flag is set to 1, then the values of num_units_in_tick and time_scale shall be set according to the frame rates allowed above. The timing information present in the video Bitstream should be consistent with the timing information signalled at the system level.

-
The frame rate shall not change between two RAPs. fixed_frame_rate_flag value shall be set to 1.

3.1.1.5. Random access point
For H.265/HEVC random access point (RAP) definition refer to TS 26.116 [12], clause 4.4.1.1.

RAPs shall be present in the Bitstream at least once every 5 seconds. It is recommended that RAPs occur in the video Bitstream on average at least every 2 seconds. The time interval between successive RAPs is measured as the difference between their respective decoding time values.

3.1.1.6. Video and Sequence parameter set

The following restrictions apply to the active Sequence Parameter Set (SPS):

-
The Video Usability Information (VUI) shall be present in the active Sequence Parameter Set. The vui_parameters_present_flag shall be set to 1.

-
The chroma sub-sampling shall be 4:2:0, chroma_format_idc value shall be set to 1.

-
The source video format shall be progressive, i.e.:

-
The general_progressive_source_flag shall be set to 1, 
-
The general_interlaced_source_flag shall be set to 0, 
-
The general_frame_only_constraint_flag shall be set to 1.

3.1.1.7. Fisheye omnidirectional formats 
A Bitstream conforming to the 3GPP Fisheye H.265/HEVC Operation Point shall include at every RAP the fisheye video information SEI message (payloadType equal to 152). 
3.1.1.8. Other VR Metadata 
For a Bitstream conforming to the 3GPP Fisheye H.265/HEVC Operation Point:

-
The equirectangular projection SEI message (payloadType equal to 150) shall not be present,
- 
The cubemap projection SEI message (payloadType equal to 151) shall not be present,
-
The sphere rotation SEI message (payloadType equal to 154) shall not be present,

-
The region-wise packing SEI message (payloadType equal to 155) shall not be present,

-
The frame-packing arrangement SEI message (payloadType equal to 45) shall not be present.

3.1.2. File Format Signaling and Encapsulation
Tracks conforming to this media profile used in the context of the specification shall conform to ISO BMFF [17] with the following further requirements: 

-
The included in the video track shall comply to the Bitstream requirements and recommendations for the Fisheye H.265/HEVC Operation Point as defined in clause 3.1.1 with the additional constraints 

-
The fisheye video information  SEI message (payloadType equal to 152). If present in any H.265/HEVC RAP, shall be present in any H.265/HEVC RAP and shall be identical for all H.265/HEVC RAP. 

-
The sample entry type of each sample entry of the track shall be equal to 'resv'. The scheme_type shall be equal to 'fodv' in the SchemeTypeBox included in the sample entry.
-
The untransformed sample entry type shall be equal to 'hvc1'.
-
The Track Header Box ('tkhd') shall obey the following constraints:

-
The width and height fields for a visual track shall specify the track's visual presentation size as fixed-point 16.16 values expressed in on a uniformly sampled grid (commonly called square pixels) (of the decoded texture signal)

-
The Video Media Header ('vmhd') shall obey the following constraints:

-
The value of the version field shall be set to '0'.

-
The value of the graphicsmode field shall be set to '0'.

-
The value of the opcolor field shall be set to {'0', '0', '0'}.

-
The Sample Description Box ('stsd') obeys the following constraints:

-
A visual sample entry shall be used.

-
The box shall include at least one Sequence Parameter Set NAL unit.

-
width and height field shall correspond to the cropped horizontal and vertical sample counts provided in the Sequence Parameter Set of the track.

-
It shall contain a Decoder Configuration Record which signals the Profile, Level, and other parameters of the video track.

 -
The Colour Information Box ('colr') should be present. If present, it shall signal the colour_primaries, transfer_characteristics and matrix_coeffs applicable to all the bitstreams associated with this sample entry.

-
The FisheyeOmniVideoBox containing only FisheyeVideoEssentialInfoBox shall be present in the sample entry. 

-
The ProjectionFormatBox, RegionWisePackingBox, and CoverageInformationBox as defined in ISO/IEC 23090-2 [x] shall not be present in the sample entry.
If 3GP VR Tracks conforming to the constraints of this media profile, the '3vrf' ISO brand should be set as a compatible_brand in the File Type Box ('ftyp'). 
3.1.3.
DASH Integration
3.1.3.1
Definition

If all Representations in an Adaptation Set conform to the requirements in clause 3.3.2 and the Adaptation Set conforms to the requirements in clause 3.3.3, then the @profiles parameter in the Adaptation Set may signal conformance to this Operation Point by using "urn:3GPP:flus:mp:fsvideo". 

3.1.3.2
Additional Restrictions for DASH Representations

If a Track conforming to this media profile is included in a DASH Representation, the Representation use movie fragments and therefore, the following additional requirements apply:

-
The Media Header Box ('mdhd') shall obey the following constraints:

-
The value of the duration field shall be set to '0'.

-
The value of the duration field in the Movie Header Box ('mvhd') shall be set to a value of '0'

-
The Sample Table Box ('stbl') shall obey the following constraints:

-
The entry_count field of the Sample-to-Chunk Box ('stsc') shall be set to '0'.

-
Both the sample_size and sample_count fields of the Sample Size Box ('stsz') box shall be set to zero ('0'). The sample_count field of the Sample Size Box ('stz2') box shall be set to zero ('0'). The actual sample size information can be found in the Track Fragment Run Box ('trun') for the track. 

NotE:
This is because the Movie Box ('moov') contains no media samples.

-
The entry_count field of the Chunk Offset Box ('stco') shall be set to '0'.

-
The Track Header Box ('tkhd') shall obey the following constraints:

-
The value of the duration field shall be set to '0'.

-
Movie Fragment Header Boxes ('mfhd') shall contain sequence_number values that are sequentially numbered starting with the number 1 and incrementing by +1, sequenced by movie fragment storage and presentation order.

-
Any Segment Index Box ('sidx'), if present, shall obey the additional constraints:

-
The timescale field shall have the same value as the timescale field in the Media Header Box ('mdhd') within the same track; and

-
The reference_ID field shall be set to the track_ID of the ISO Media track as defined in the Track Header Box ('tkhd').

-
The Segment Index shall describe the entire file and only a single Segment Index Box shall be present.

3.1.3.3
DASH Adaptation Set Constraints
For all Representation in an Adaptation Set, the following shall apply:

-
The identical fisheye video information shall be present all Representations in one Adaptation Set, both on ISO BMFF and elementary stream level.
-
The frame rates of all Representations in one Adaptation Set shall be identical.

For an Adaptation Set, the following constraints apply:

-
The @codecs parameter shall be present on Adaptation Set level and shall signal the maximum required capability to decode any Representation in the Adaptation Set. The @codecs parameter should be signalled on the Representation level if different from the one on Adaptation Set level.

-
The attributes @maxWidth and @maxHeight shall be present. They are expected be used to signal the used format prior to encoding. This means that they may exceed the actual largest size of any coded Representation in one Adaptation Set. 

-
The @width and @height shall be signalled for each Representation (possibly defaulted on Adaptation Set level) and shall match the values of the maximum width and height in the Sample Description box of the contained Representation.

-
The Chroma Format may be signalled. If signalled:

-
An Essential or Supplemental Descriptor shall be used to signal the value by setting the @schemeIdURI attribute to urn:mpeg:mpegB:cicp:MatrixCoefficients as defined ISO/IEC 23001-8 [x] and the @value attribute according to Table 4 of ISO/IEC 23001-8 [x]. The values shall match the values set in the VUI.

-
The signalling shall be on Adaptation Set level.

-
The Color Primaries and Transfer Function may be signalled. If signalled:

-
An Essential or Supplemental Descriptor shall be used to signal the value by setting the @schemeIdURI attribute to urn:mpeg:mpegB:cicp:ColourPrimaries and urn:mpeg:mpegB:cicp:TransferCharacteristics as defined ISO/IEC 23001-8 [x] and the @value attribute according to Table 4 of ISO/IEC 23001-8 [x]. The values shall match the values set in the VUI.

-
The signalling shall be on Adaptation Set level only, i.e. the value shall not be different for different Representations in one Adaptation Set.

-
The @frameRate shall be signalled on Adaptation Set level. 

-
Random Access Points shall be signalled by @startsWithSAP set to 1 or 2.
-
A Supplemental Descriptor should be used to signal the fisheye video information by setting the @schemeIdURI attribute to urn:mpeg:mpegI:omaf:2017:fomv as defined ISO/IEC 23090-2[x].
- 
A Supplemental Descriptor with the @schemeIdURI attribute to urn:mpeg:mpegI:omaf:2017:pf shall not be signalled
4. Proposal
SA4 agree to the proposal in clause 2 and 3 as the basis for CR to TS 26.238 for supporting fisheye video in E-FLUS.
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