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9.2.4
Usage of 3GPP QoS parameters
In the following text, the focus is on the GBR/GFBR, the MBR/MFBR and the priority level, since the aim is to get a high sustainable bitrate. Latency configuration of the QCI / 5QI is discussed in subclause 9.2.6.
The priority level which is associated to the QCI, is used to differentiate between traffic within a UE and across different UEs up to the GBR (GFBR in 5GC) value ("Once all QoS requirements are fulfilled for the GBR QoS Flows, spare resources can be used for any remaining traffic in an implementation specific manner." [5]) and it does not define a behavior for a scheduling priority to achieve a "target quality bitrate" larger than GFBR, but less than MFBR, rather only focus on a general resource distribution not related to the useful target bitrate. Moreover, in 4G, the PL parameter is only valid for flows below GBR, and the behavior of GBR bearers with bitrate above GBR is undefined. Therefore, in many 4G implementations, the GBR bearers will be treated as best effort, or worse, when the bitrate is larger than GBR. 
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Figure 11: Today's prioritization: traffic gets priorities up to the GBR and is treated as best effort above GBR

The service as introduced in the previous section should typically operate far beyond GFBR/GBR and likely close to MFBR/MBR. If the GFBR/GBR of 3GPP flow/bearer aimed to carry the video traffic is set to the barely acceptable quality level, the scheduling priority will only prioritize the data up to the GFBR/GBR and not really be beneficial to provide bitrates close to the expected service quality. In this case, as the behavior for traffic between GFBR/GBR and MFBR/MBR is equal to best-effort MBB, then it is probably often better to skip QoS and instead use a non-GBR flow/bearer with high PL (which is likely also cheaper) for the video traffic. 

If, on the other hand the GFBR/GBR value of the of 3GPP flow/bearer aimed to carry the video traffic is set to the target quality level, the scheduling priority would lead to the scheduler to prioritize the video traffic up to the target quality level at the cost of more radio resource consumption and reducing the room for the rate adaptation capabilities of the video traffic. While it is clearly desirable to use the target quality, the needed quality/cost trade-off is less optimal in this case, since the cost to guarantee the target quality at all times can easily become too high. 

Further, there is an increased risk, that the system is rejecting / dropping the QoS bearer. 
End of Change
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9.2.6
Desired QoS latency behavior
9.2.6.1 Typical Latencies for Live Streaming Services

The study in [18] conducted a survey of the latency requirements for live streaming systems, including distribution of the content.  The study analyzed the following types of latencies (KPIs):
· End-to-End Latency (EEL): The latency for an action that is captured by the camera until its visibility on the remote screen.
· Encoding+Distribution Latency (EDL): The latency of the linear playout output (which typically serves as input to distribution encoder(s)) to the screen
· Distribution-only Latency (DOL): The latency after the output of the distribution encoder to the screen
· CDN latency: The delay caused by the CDN delivery from CDN input to CDN output.
The study then summarized the latency requirements of the various identified use cases as listed in table 9.2.6.1-1.

Table 9.2.6.1-1
	Use Case Summary
	KPI Impacts

	On par with other Distribution Means
	EDL req, typically as low as 3 seconds up to 10 seconds. If the delay is larger, the service quality gradually degrades.


	ABR competing with Social Feeds originating from the venue
	EEL typically as low as 5  seconds

	ABR competing with Social Feeds originating from other TV viewers
	EEL req typically a sum of the above two values, i.e. 8-15 seconds

	ABR competing with Social Feeds originating from other TV viewers
	In this case the EEL is typically in between 2A and 2B.

	Companion Streams and Screens
	EDL req, similar to use case 1, but if  the delay is larger, than the service typically fails entirely.

	Sports Bar
	EDL req, typically as low as 3 seconds up to 10 seconds. 

	Variably Configured Latency across Channels
	EDL req, typically as low as 3 seconds up to 30 seconds. However, the latency variations may be used for improved operational performance or reduced cost operations.

	DASH in ABR Multicast
	The use case does not add any new aspects for the user perception. It more to take into into account conversion from unicast to multicast and reverse. And possible protocol constraints. More a system use case.

	DASH as broadcast format
	The use case does not add any new aspects for the user perception. It more to take into into account conversion from unicast to multicast and reverse. And possible protocol constraints. More a system use case.

	Enterprise Broadcast
	EEL typically 1/1.5/2s to 5 s. The delay requirements may be such low as interactivity may be involved.

	Hybrid Broadcast
	The use case does not add any new aspects for the user perception. It more to take into into account conversion from unicast to multicast and reverse. And possible protocol constraints. More a system use case.

	Personal Broadcast
	EEL typically as low as 5  seconds. In addition, the use case Single bitrate potentially causing addition buffering limitations.

	Channel Bouquet
	EEL typically configurable between 3 and 30  seconds. At the same time start-up and channel change times are as low as 1-2 seconds. 

	Channel Bouquet from one Event
	EEL typically configurable between 3 and 30  seconds. At the same time start-up and channel change times are as low as 0.5-2 seconds. Synchronization of the event streams. 


The 3-10s of EDL in the first use case represents the typical delay experienced in current TV distribution mechanisms.  The above latencies include multiple aspects of the end-to-end latency such as encoding, decoding, rendering, serialization of packets, and the UE-to-UPF/PGW-U Packet Delay Budget (PDB).  The latencies in the table do not directly predict the exact PDB values needed but give an order-of-magnitude reference of the acceptable PDB values (i.e, non-conversational).

The live services considered in the subsequent subclauses do not include the “camp fire” model where content is recorded much earlier than the distribution, but the distribution is artificially delayed and simultaneously distributed to generate a concurrent viewing experience for the audiences, e.g, talent show performances on TV. 

9.2.6.2 Latency of User-Generated Live Uplink Streaming to Social Networks
The study in [19] of a widely used mobile live uplink service revealed a number of relevant observations:

· About 41.5% of user-generated broadcasts to social networks generate no viewers, yet the mobile app uploads the entire content regardless of viewer counts.

· Most of social engagement or viewer interaction with the content occurs after the broadcast has transpired as opposed to during the event. The majority of such interaction occurs one day after the broadcast, and in fact the interactivity volume stays fairly constant for the next eight months after.

· For videos that do generate viewership, on average during the live broadcast, these receive 6.7 likes, 8.4 comments and 0.54 shares. After one day, engagement increases to 29.84 likes, 16.33 comments and 1.33 shares.

Therefore, in some cases of live uplink streaming to social networks, low latency is not required as the content may never be viewed, or is viewed several hours after the upload is completed.
9.2.6.3 Determining New Packet Delay Budgets for 3GPP QCIs and 5QIs

The PDB values specified in QCIs listed in clause 6.1.7.2 of [16] and 5QIs listed in clause 5.7.4 of [17] in Rel-15 are more focused on shorter latencies (5ms, 10ms, 20ms, 50ms, 60ms, 75ms, 100ms, 150ms, 300ms), with many of the lower end values specified for discrete automation, ITS, and remote-control applications.  The longer 100ms and 150ms values are used for conversational voice and video, respectively.  For the non-conversational (buffered streaming) video, a PDB of 300ms has been defined.  All of the existing values are quite limited and overly stringent for the various types of Live Streaming use cases identified in subclause 9.2.6.1. 

Therefore, to allow the RAN scheduler to take better advantage of the additional latency tolerance when transporting the higher bit rates on the uplink, new QCIs/5QIs for live uplink streaming of media with the PDB values of 500ms, 1s, 2s, 5s, and 10s were considered.

For some transport protocols, e.g., TCP, the increase in round-trip time (RTT) caused by longer PDB values will decrease throughput.  Based on the Mathias et. al. approximation, the steady state TCP throughput is limited as follows:

rate < (MSS/RTT)*(C/sqrt(Loss)) [ C=1 ]
Setting MSS to 1460 bytes provides the results in Table 9.2.6.3-1.

Table 9.2.6.3-1 TCP Throughput vs. RTT and PLR
	RTT (ms)
	80
	2x150
	2x300
	2x500
	2x1000
	2x2000
	2x5000
	2x10000

	Througput (Mbps) @ PLR 1E-06
	146
	38.93
	19.47
	11.68
	5.84
	2.92
	1.17
	0.584

	Througput (Mbps) @ PLR 1E-08
	1460
	389.33
	194.67
	116.80
	58.40
	29.20
	11.68
	5.84


When Table 9.2.6.3-1 is used with 3GPP QoS PLR and PDB (as ½ RTT) values, the rates roughly estimate worst case throughput as the PDB and PLR values are meant to be maximum limit targets.  Even if acceptable for the end-to-end service latency requirements, some of the longer PDB values may not be used for certain transport protocols (e.g., TCP) when needing to stream at higher data rates.  

9.2.6.4 Packet Loss Rates
The dependence of TCP throughput on PLR requires investigating PLR values that will work with selected PDB values.  RAN level PLR requirements can vary depending on a number of factors, including: 

· Use of error recovery transport layer protocols such as TCP or FEC

· Application layer error resiliency (e.g., video IDR and Long-Term Reference frames)

· Codec error resiliency and concealment

· QoE target for the service

In Rel-15, the set of RAN level PLR targets in the QCIs and 5QIs specified in [16] and [17], respectively, are 10-2,10-3, 10-4,10-5, 10-6.  Not all of these PLR values are needed for the uplink streaming use cases.  10-4 could be useful for RTP/UDP transport when the service can tolerate this level of packet loss, e.g., audio stream or “low-end video” with slightly better quality than conversational video. 

On the other hand, as shown in Table 9.2.6.3-1, there is some benefit in specifying a lower PLR value of 10-8 in order to support throughput in excess of 40Mbps when using TCP as the transport.  Based on this the PLR values of 10-4,10-6, 10-8 were considered for live uplink streaming.

9.2.6.5 New QCI/5QIs for FLUS
The set of new QCIs and 5QIs listed in Table 9.2.6.4-1 were specified in clause 6.1.7.2 of [16] and in clause 5.7.4 of [17], respectively.
Table 9.2.6.4-1 New QCIs and 5QIs for Live Uplink Streaming

	5QI

Value
	Resource Type
	Default Priority Level
	Packet Delay Budget
	Packet Error

Rate 
	Default Maximum Data Burst Volume

(NOTE 2)
	Default

Averaging Window
	Example Services

	71
	
	56
	150 ms 

(NOTE 11, NOTE X)
	10-6
	N/A
	2000 ms
	“Live” Uplink Streaming (e.g. TS 26.238 [x])

	72
	
	56
	300 ms (NOTE 11, NOTE X)
	10-4
	N/A
	2000 ms
	“Live” Uplink Streaming (e.g. TS 26.238 [x])

	73
	
	56
	300 ms (NOTE 11, NOTE X)
	10-8
	N/A
	2000 ms
	“Live” Uplink Streaming (e.g. TS 26.238 [x])

	74
	
	56
	500 ms (NOTE 11, NOTE X)
	10-8
	N/A
	2000 ms
	“Live” Uplink Streaming (e.g. TS 26.238 [x])

	76
	
	56
	500 ms (NOTE 11, NOTE X)
	10-4
	N/A
	2000 ms
	“Live” Uplink Streaming (e.g. TS 26.238 [x])


9.2.6.6 Media Encoding Latencies

Many of the common use cases for live uplink streaming do not require conversational end-to-end latency and therefore do not require conversational latency for media encoding
 (e.g, codecs or codec configurations implemented to achieve latencies for conversational services).  

It is for further study whether there are commercial/relevant use cases that may require conversational or lower end-to-end latency, and consequently, lower media encoding latency.

End of Change
� This enables trading off longer encoding latencies achieve better compression efficiency for certain media types.






