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1. Introduction

At SA4#102 a discussion regarding the definition of binaural audio in the context of IVAS input formats started. The discussion continued at the two EVS SWG conference calls held since then, but there seems not yet to be consensus on a suitable definition. This document proposes a way forward in the view of the source.
2. Background
Binaural audio can in a generic way be interpreted as audio that is presented to the both ears, this could include diotic presentation where the same stimulus is presented to both ears. However, as the binaural audio signals may contain information which is perceived as a full immersive audio scene as by a listener placed in the environment of such capture, this type of content may be what is referred to by some people as binaural audio. 
Immersive binaural audio content may be generated from binaural recordings using microphones in people’s ears or in the ears of artificial heads, e.g. using a head and torso simulator (HATS). It might also be obtained by binauralization of spatial audio scenes using binaural room impulse responses (BRIRs) or head-related transfer functions (HRTFs) where these transfer functions are used to convert the audio of the scene into left- and right-ear binaural audio signals. 
The processes of binauralization may result in audio signals which give the listener a significantly different experience than the signals presented from a regular stereo recording or synthetically produced stereo signals, where simple panning techniques may be used. In this sense it is clear that the perceived spatial audio scene may differ substantially depending on how the content was produced. However, this applies as well to what can be seen as regular stereo content as there are several microphone techniques for capturing, resulting in significantly different properties of the audio signals, e.g. considering M/S, X/Y, A/B, ORTF etc. In addition, as the filtering of people’s heads and torsos is personal, the perceived audio scene is different among different listeners, so a correct HRTF filtering for one person might not give the intended experience of a 3D spatial audio scene for another listener.

It is therefore not straight-forward to divide the content of stereo signals into separated classes; binaural audio and regular stereo. At which point would a filtering applying some frequency-dependent level and time differences go from being regular stereo to binaural audio? As explained above, this could also be listener dependent.

3. Proposal
As described, there might not be a simple way to clearly separate binaural (or pre-binauralized) audio from regular channel-based stereo audio. In the context of encoder input formats this might not even be necessary as the content of the audio signals will not change the audio format. However, there is still a difference between pre-binauralized audio and the other input formats as the pre-binauralized audio should not be binauralized once again in the rendering stage as it may for all other formats to be presented binaurally, e.g. in headphones. Even regular stereo signals may be binaurally rendered as a pair of virtual loudspeakers.
Ensuring that the IVAS codec is capable of handing different types of content should rather be a question for the definition of test material. The source believes there should be different categories of test material to make sure the codec is robust to different signal characteristics, such as speech, music, but also considering different capture and representation formats for the spatial audio.
The proposal is therefore to clarify that what is called “Binaural audio” in the encoder input formats of IVAS-4 [1] simply is to be seen as two-channel audio that does not need additional binauralization for binaural listening. Further discussion about the use of “binaural audio” in IVAS-4 is presented in [2] in relation to the discussion about rendered playback formats. Concerning binaural audio as part of Encoder Input Formats it is proposed to update IVAS-4 [1] as follows:
	Encoder Input Formats


	The encoder shall support the following input formats:

· Channel-based audio, including mono (1.0), stereo (2.0), surround (5.1 and 7.1), [surround + height (5.1+4 and 7.1+4), TBD]

· Binaural audio, meaning two-channel audio intended for direct binaural presentation to the listener, i.e. does not need additional binaural rendering
Note: Binaural audio includes regular stereo signals if intended for direct binaural listening, i.e. without rendering of virtual loudspeakers for binaural listening (e.g. for listening in headphones).

· Scene-based audio, first-order (FOA) and up to [N]-order ambisonics. 

Note: ACN component ordering and SN3D normalization.

· [Spatial audio, [N] channels and spatial metadata defined by [TBD].]

[Editor’s Note FFS: Spatial metadata definition for the spatial audio format will require further input.]

· Object-based audio, with support for at least [TBD] individual [mono] object streams. Each audio object shall be defined by [TBD metadata parameters].

[In addition, the IVAS codec shall support combinations of the above, totalling to no more than [TBD] audio streams. 

Note: It will be necessary to specify how capture/presentations could be achieved in mobile communications.]



4. References

[1] Pdoc IVAS-4: IVAS Design Constraints, v0.0.7
[2] Tdoc S4-190346: IVAS audio formats and interfaces, Ericsson LM
