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Executive Summary
The EVS SWG (28 participants) met in 9 time slots (excluding joint sessions with other groups). Overall, the SWG meeting handled 40 documents (including agenda, input and output documents at this meeting), out of which four input documents were not covered. The meeting summary is provided below:
· IVAS_Codec: 
· The IVAS-1 P-doc (project overview) was updated to have Mr. Huan-Yu Su (Huawei) as IVAS-4 Editor. Extensive discussions took place on design constraints and preliminary testing aspects. As a result, the IVAS-4 P-doc (design constraints) was updated with an offline editing. An initial version of the IVAS-9 P-doc (use case scenarios) was agreed. 
· There were discussions on how to organize the EVS SWG sessions. It is considered to have a pre-meeting in SA4#105 (October 2019) and the following telcos on IVAS_Codec were agreed:
· May 6 15:00-17:00, host: Dolby - Deadline: May 3, 15:00
· June 13, 15:00-17:00 - Deadline: June 12, 15:00
· Alt_FX_EVS: A Rel-16 CR to TR 26.952 adding complexity numbers was agreed. A Rel-16 CR to TS 26.445 adding references to TS 26.452 was agreed. The work item summary for Alt_FX_EVS was endorsed.
· EVS_FCNBE: A draft CR defining the float conformance was discussed and it will be used as a basis for further revisions. The time plan was updated to include a new telco.
· The following EVS SWG telco on EVS_FCNBE was agreed: Monday May 20, 2019 (17:00-19:00 CEST) - deadline for submission: Friday May 17, 17:00 CEST.
  
1 Opening of the session: April 9, 9:00 (local time)

The EVS SWG Chairman, Mr. Imre Varga (Qualcomm), opened the meeting.
Minutes were taken by the EVS SWG Secretary.

2 [bookmark: _Toc227352504][bookmark: _Toc233381531][bookmark: _Toc233381588]Registration of documents
The EVS SWG Chairman displayed the schedule for the meeting. He then displayed Revision1 of S4-190381 with Tdocs allocated to A.I. 7 for SA4#103 ; the company name for one Tdoc was corrected online. 
The agenda was later revised in S4-190551 (see Annex A).

3 CRs to Features in Release 15 and earlier 

S4-190408 On EVS Adaptive DTX Mode, from Qualcomm Incorporated was handled in a joint MTSI/EVS session. See MTSI SWG report for details. 
S4-190408 was noted.

4 Liaisons from other groups/meetings

No Tdoc in this A.I.


5 IVAS_Codec (EVS Codec Extension for Immersive Voice and Audio Services)          

Mr. Stefan Bruhn (Dolby) asked what would be the order of documents and he suggested grouping documents by topics. He stated that discussions on testing should start in August 2019, and he suggested putting related documents at the end of the agenda item for IVAS. 
The EVS SWG Chairman reordered online the list inputs for IVAS.
Mr. Markus Multrus (Fraunhofer) noted that many things are intertwined, and pass-through, testing, formats have strong correlation, together with binaural definition. He added that MASA is more standalone, 6DOF is a bit more standalone, there might also be a correlation of use cases to other aspects. The classification and presentation order for various inputs was modified in the agenda projected online. 
Mr. Stefan Doehla (Fraunhofer) encouraged presenters and participants to keep the presentations and discussions more concise; he noted that there were really a lot of documents and he invited to try to be more efficient.

Mr. Huan-Yu Su presented S4-190324 Draft IVAS codec development overview (IVAS-1), from IVAS Co-rapporteur (Huawei)
Comments / questions: 
The EVS SWG Chairman recalled that the EVS SWG discussed this topic during a call and it was concluded that SA4#103 would ratify this change.
Conclusion:
S4-190324 was agreed. This Tdoc will go to A.I. 16.1.


Mr. Huan-Yu Su presented S4-190304 IVAS-4 Design Constraints v0.0.9_Draft2, from Editor (Huawei)
Comments / questions: 
The EVS SWG Chairman commented that this is the working draft that will be further updated during the meeting, and the group will revise it into a new version.
Conclusion:
S4-190304 was initially parked. Later S4-190450 (v0.0.10) was allocated to be the revision of S4-190304 and S4-190450 was left for offline editing. Therefore, S4-190304 was revised to S4-190450.
S4-190450 IVAS-4 Design Constraints v0.0.9_Draft2, from Editor (Huawei) was not seen by the EVS SWG and forwarded to the SA4#103 closing plenary in A.I. 15.1.


The EVS SWG Chairman suggested discussing the definition of binaural audio.
Mr. Stéphane Ragot (Orange) clarified that the definition proposed by Orange was included in the input format box in S4-190304. The EVS SWG Chairman asked to comment on this definition.
Mr. Tomas Toftgard (Ericsson) asked if the definition is on the general term of binaural audio or in this context of input formats. He commented that in this context one cannot separate binaural audio from stereo, and the difference is the content of channels. He clarified that in the Ericsson proposal binaural audio is the same as stereo. He noted that Orange’s proposal defines the content and how to generate binaural audio, which is relevant for a processing plan, to define a test material.
The EVS SWG Chairman commented on the formulation in Orange’s proposal and he noted that other contributions include the idea of ‘direct presentation’; he suggested removing the wording ‘primarily’ and replacing ‘corresponds to’ by ‘is defined as’.
Mr. Markus Multrus (Fraunhofer) stated that Orange’s proposal is missing that this is a 2-channel representation and he proposed to use the wording ‘two-channel encoding’.
Mr. Stéphane Ragot (Orange) recalled that the definition of binaural audio is related to input formats and was requested by Fraunhofer, and he stated that binaural audio is not stereo.
Mr. Stefan Bruhn (Dolby) commented that there are two aspects: describe what binaural audio contains, and describe the intention (listening over headphones). Mr. Tomas Toftgard (Ericsson)  stated that stereo content can also be intended for headphones, and there can be a lot of different things in 2 channels, one thing is binaural audio.
The EVS SWG Chairman invited to clarify the intention with the definition. Mr. Tomas Toftgard (Ericsson) stated that binaural audio is a format where one does not want to apply binauralization in the later stage. Mr. Stéphane Ragot (Orange) stated that binaural audio is not stereo.
After preliminary online editing of Orange’s proposal, it was suggested to consider other proposals.

Mr. Tomas Toftgard presented S4-190347 IVAS binaural audio definition, from Ericsson LM
Comments / questions: 
Mr. Stefan Bruhn (Dolby) stated that this proposal misses the point that binaural audio is intended as spatial audio, and one knows that regular stereo is not spatial audio. He stated that it is nice that Philips provided some history on binaural audio.
The EVS SWG Chairman suggested to look at the definitions proposed by Philips, then Fraunhofer, and then concluded on this definition.
Conclusion:
After finalizing the online editing of the binaural audio definition (see below), S4-190347 was noted.

Mr. Frans de Bont presented S4-190393 IVAS binaural audio input format definition, from Philips International BV
Comments / questions: 
The EVS SWG Chairman asked if stereo is included or not.
Mr. Stefan Bruhn (Dolby) noted that the presentation of this Tdoc was concise and limited to the proposed definition and he invited to present the background. Mr. Stefan Doehla (Fraunhofer) commented that presentations of documents could focus on the most important aspects as everybody had the documents. Mr. Frans de Bont (Philips) explained that this document provides an overview of what has been done in the past for MPEG Surround, MPEG-H, where binaural audio is already an input specified for the codec. He clarified that the block denoted 3D-1 is the block performing the added sentence in the definition.
Mr. Markus Multrus (Fraunhofer) commented that Fraunhofer is not happy the last sentence adding another aspect and he suggested separating the two aspects.
Conclusion:
After finalizing the online editing of the binaural audio definition (see below), S4-190393 was noted.

Mr. Markus Multrus presented S4-190410 Proposed Definition of Binaural Audio, from Fraunhofer IIS
Comments / questions: 
Mr. Stéphane Ragot (Orange) stated that the wording ‘stereo’ and ‘(2.0)’ should be removed from the proposed definition. Mr. Stefan Doehla (Fraunhofer) clarified that the idea was to capture that binaural audio consists of twochannels, one channel for each ear.
Mr. Andre Schevciw (Qualcomm) stated that two-channel audio carrying spatial image can be many things.
Mr. Stéphane Ragot (Orange) suggested merging this definition with Orange’s proposal that was edited online.
Conclusion:
After finalizing the online editing of the binaural audio definition (see below), S4-190410 was noted.

The EVS SWG Chairman edited the following text online:
“Binaural audio is defined as a two-channel spatial encoding of a soundfield as typically captured at the entrance of ear canals and is intended for direct presentation to the left and right ears over headphones. In terms of spatial encoding binaural audio may be natural (truly recorded with microphones) or artificial (e.g. using HRTFs). No additional spatialization (e.g. by an additional HRTF/BRIR convolution) should be carried out by the codec/renderer.”
The EVS SWG Chairman asked if the additional sentence proposed by Philips should be included. Mr. Stefan Doehla (Fraunhofer) stated that the proposal from Philips sounded like an additional design constraint. Mr. Stefan Bruhn (Dolby) stated that he had issues with design constraints with ‘may’, however if the proposal from Philips is kept in a definition this would not be a constraint. Mr. Markus Multrus (Fraunhofer) had problems with adding another sentence which is an additional property to the binaural audio. He noted that this is asking for another feature, and he was not convinced of it and did not think that it belongs to a definition. The EVS SWG Chairman suggested not having this extra sentence.
After further online editing, the EVS SWG Chairman projected the following definition:
 “Binaural audio is defined as a two-channel spatial representation of a soundfield as typically captured at the entrance of the ear canals and intended for direct presentation to the left and right ears over headphones. In terms of spatial representation, binaural audio may be natural (truly recorded with microphones) or artificial (e.g. using HRTFs). No additional spatialization (e.g. by an additional HRTF/BRIR convolution) should be carried out before direct presentation over headphones.”
The EVS SWG Chairman asked if this definition could be agreed. Answer: yes.
The Tdocs in S4-190347, S4-190393, S4-190410 were noted.
Mr. Tomas Toftgard (Ericsson) commented that the definition was OK and one needs to see how to capture it in input formats.


The EVS SWG Chairman invited to discuss about the schedule of future EVS SWG meetings. He noted that SA#104 would not be touched but starting with the August 2019 SA4 meeting one could think of different options:
1. First option: keep the current scheduling of EVS SWG, with possibly early morning  or evening sessions
2. Second option: have more parallel sessions with SQ, MTSI, to get more slots, which may imply to have more delegates
3. Third option: have pre-meetings to address the same contributions at the same location – one would request to have a full-day EVS SWG meeting to cover contributions
The SA4 Secretary commented that one day would be allowed but there are new rules and one needs to check if it is allowed to have more than a one-day pre-meeting. The EVS SWG Chairman stated that this could be checked for the August meeting or the next one, and he invited comments on the 3 options to provide a message to the SA4 closing plenary. 
Mr. Stéphane Ragot (Orange) commented that the second option is least agreeable for Orange.
The EVS SWG Chairman commented that pre-meetings may be easier.
Mr. Milan Jelinek (VoiceAge) stated that for the August meeting the invitation was already sent out, it will be difficult to accommodate for different travel arrangements. The EVS SWG Chairman stated that late evening and early morning sessions may be used in August, however this would be increasingly more difficult in future meetings. He commented that the EVS SWG has half of the meeting available due to parallel sessions, and if there are no parallel sessions a pre-meeting on Sunday is needed.
Mr. Tomas Toftgard (Ericsson) commented on the possibility to run more parallel sessions. Mr. Stéphane Ragot (Orange) stated that it may not be possible in parallel to other work items like ITT4RT or FS_XR5G. The EVS SWG Chairman stated that this was up to companies. Mr. Stefan Bruhn (Dolby) commented that one cannot expect the same delegation from different companies and this may not correspond to the number of memberships.
The EVS SWG Chairman concluded that this topic would be revisited before the SA4 closing plenary and the tendency was to go towards pre-meetings.


Mr. Stefan Doehla presented S4-190415 IVAS High-Level Codec Elements and Definitions, from Fraunhofer IIS
Follow up to EVS adhoc calls
Comments / questions: 
The EVS SWG Chairman invited to discuss the technical content and how to put that in a P-doc.
Mr. Stefan Bruhn (Dolby) stated that some proposed definitions (IVAS encoder, IVAS decoder...) are quite trivial and he was not convinced that a separate document was needed. He stated that definitions may be in a separate section.
The EVS SWG Chairman asked if definitions from all P-docs need to collect in a separate P-doc.
The SA4 Secretary clarified that P-docs are not specifications and they are peculiar.
Mr. Stefan Bruhn (Dolby) was not convinced that a P-doc was needed.
The EVS SWG Chairman stated that for the standardization of IVAS it would help to have things defined, to have a P-doc to use to create final specifications. He noted that it would be used for specifications, with no automatism to support the process. He  asked how to guide standardization process and whether it would be in a new P-doc or an existing P-doc.
Mr. Stefan Bruhn (Dolby) stated that the group is working on design constraints and definitions that were encountered like binaural audio. He preferred to put definitions in the same document for the time being, and he did not  see the need for a new P-doc.
Mr. Huan-Yu Su (Huawei) stated that one might need some definition items in a separate document. He agreed with the concern that with a new P-doc the group might spend a lot of time on definitions, and this would depend on how much effort it would cost. He stated that the group is looking at design constraints, soon it will look at performance requirements and test methodologies, and definitions are needed to prevent confusions.
The EVS SWG Chairman stated that the group needs to be pragmatic, and this is up to the group to decide, as P-docs are EVS SWG documents.
Mr. Markus Multrus (Fraunhofer) stated that moving definitions in a separate document is the cleanest way, and definitions may be used at several places. He clarified that the intent of the binaural audio definition is to apply to input formats but also to output formats.
The EVS SWG Chairman suggested creating a new section in IVAS-4.
Mr. Stéphane Ragot (Orange) did not see the need to add all proposed definitions like mono, loudspeaker channels, etc.
Mr. Stefan Doehla (Fraunhofer) stated that S4-190415 tries to define what terms are and to have a place for definitions. He asked if the binaural audio definition is for input format, output format, performance requirement or testing.
Mr. Stefan Bruhn (Dolby) stated that this was a discussion on a problem that is not a problem. He commented that such definitions can be taken on a case by case and a note can be used and if one comes at a point that there are too many definitions one could create a separate paragraph or section.
Mr. Stefan Doehla (Fraunhofer) stated that it should be a low-overhead process to collect definitions, and the group should try to collect definitions. He invited offline work to check the proposed definitions and to bring the floor any misunderstanding on specific definitions.
The EVS SWG Chairman took the example of external renderer, and he asked if this definition was obvious.
Mr. Stefan Bruhn (Dolby) commented on the proposed figures, where there are things different from concepts that were discussed earlier. He stated that this would take some while to converge. He took the example of internal or default renderer and a diagram does not contain anything like this. He stated that the group is losing time discussing this Tdoc.
The EVS SWG Chairman asked what was the view of the group on “pass-through operation”,  “external renderer”. He stated that the meaning may be clear to everyone, but one may mean two different things.
Mr. Huan-Yu Su (Huawei) supported having a document with definitions, because it took two meetings to sort out the binaural audio definition with a lot of efforts, and one may sometimes use a term that means different things. He did not think that this was a waste of time.
Mr. Stéphane Ragot (Orange) stated that there are two different things: where to put definitions and actual definitions. He was concerned with the increasing number of P-docs, given that there was already IVAS-9.
The EVS SWG Chairman suggested creating a section for definitions in IVAS-4. He suggested explaining “external renderer” and noted that IVAS encoder and decoder may be obvious.
Mr. Huan-Yu Su (Huawei) stated that a practical thing is to add definitions in a section in IVAS-4. He asked what if HRTFs and stated that it could be dynamic or static.
Mr. Stefan Bruhn (Dolby) stated that the group may spend time with defining things that could potentially be contentious but in practice turn out not to be contentious. He preferred to add definitions if something unclear is encountered and supported adding definitions in a note or a section. He had concerns with the procedure to make all definitions upfront and preferred to take them on a case by case basis.
Mr. Stefan Doehla (Fraunhofer) suggesting sorting out different understandings in offline discussions which would speed up the process.
The EVS SWG Chairman concluded that an annex or section would be created in IVAS-4 including at least binaural audio. He asked what to include from S4-190415 and whether this Tdoc should be included with brackets.
Mr. Stefan Bruhn (Dolby) stated that there are certain elements that are under discussion and he did not  like to see them included in square brackets.
The EVS SWG Chairman asked if the group agreed to create a section or annex in IVAS-4 to have definitions. Answer: yes. The IVAS-4 committed to apply this decision.
Mr. Stéphane Ragot (Orange) stated that there was a contradiction in positions, where in one case one requests to save time in presentation and in the other requests to include so many definitions that would take a lot of time to handle.
Mr. Stefan Doehla (Fraunhofer) stated that the attempt was to separate definitions from design constraints, and he invited to send comments to see where issues are. Mr. Stefan Bruhn (Dolby) noted that binaural audio will be a starting point and he stated that the group should not spend too much time discussing further. Mr. Stefan Doehla (Fraunhofer) asked if people are fine to send comments on S4-190415 to see what is wrong. Mr. Tomas Toftgard (Ericsson) wondered why this would be needed if the Tdoc is not included
Mr. Tomas Toftgard (Ericsson) expressed that he has a different view on how “pass-through“ should be defined. Mr. Stefan Bruhn (Dolby) preferred to address issues when things to be defined are encountered. He commented that the group would spend an effort to comment on proposals and agree on things that want to defined.
Conclusion:
S4-190415 was noted.
The EVS SWG Chairman commented that editing can be done offline and the meaning of pass-through will be discussed. 


Mr. Lasse Laaksonen presented S4-190403 IVAS Usage Scenarios (IVAS-9) – Initial Version, from Editor (Nokia)
Comments / questions: 
Mr. Tomas Toftgard (Ericsson) commented on the scope of the document mentioning that example use cases should be included in IVAS TR. He stated that after completing the discussion of design constraints it might be some use cases might not be targeted by IVAS.
The EVS SWG Chairman suggested rewording the last sentence of the scope as “it could be considered to incorporate…”.
Mr. Stéphane Ragot (Orange) commented that this last sentence could be removed. He also commented that the requirement box in template might be interpreted as defining additional design constraints. He stated that this applied to all use cases, and he took the example of the first use case where the wording ‘Required’ and ‘potentially required’ may give the impression that there is an overlap with design constraints or performance requirements.
Mr. Lasse Laaksonen (Nokia) clarified that the intention was to categorize what is needed in terms of implementing this use case, certain features like binaural rendering should be part of design constraints. He stated that use cases are collected to create interest and communicate to industry what type of use cases are enabled. He stated that one needs to define for each use cases what type of requirements are needed. Mr. Stéphane Ragot (Orange) stated that this is only an editorial issue which could be handled later with offline edits and he suggested putting the requirement boxes in brackets.
Mr. Stefan Doehla (Fraunhofer) commented that discussions on usage scenarios were initiated exactly to document to the outside world what scenarios IVAS would cover, and they are not meant to define new requirements. He stated that this is a problem with the template, which is taken from the FS_XR5G template and which is a forward-looking template to try to extract potential standardization needs. He stated that one needs to be careful with usage scenarios which are what the IVAS codec will offer, while in FS_XR5G issues can be later addressed.
Mr. Stefan Bruhn (Dolby) stated that requirements in the template are not codec requirements and, in the end,  these use cases will apply even after codec standardization. He stated that these are more system level requirements, which are not to be fulfilled by the IVAS codec.
The EVS SWG Chairman asked if there were other aspects to discuss.
Mr. Stefan Bruhn (Dolby) commented on the square brackets around the conferencing use case. He stated that there were comments and more work has to be done, and the group is contribution driven. He added that this use case existed for quite some while, and he encouraged to come with concrete update proposals to have a constructive working mode. He stated that unless clear comments are raised this use case should be included as is.
To make progress, companies should really bring comments
The EVS SWG Chairman do following revise document and we will take a look and potentially edit it together potentially tomorrow evening, same for IVAS-4, editors can provide documents, one if IVAS-4, another is IVAS-9
Conclusion:
S4-190403 was revised to S4-190541 (v0.0.1).



Mr. Lasse Laaksonen presented a draft version of S4-190541 IVAS Usage Scenarios (IVAS-9), v0.0.1, from Editor (Nokia)
Comments / questions:
It was clarified that the wording “could be considered in IVAS TR” was corrected in the scope and potential standardization needs were put in square brackets.
Mr. Andre Schevciw (Qualcomm) asked what was the goal of this document.  The EVS SWG Chairman clarified that this P-doc was to have a common understanding of the usage scenarios for IVAS. Mr. Stefan Bruhn (Dolby) referred to the scope section.
Mr. Andre Schevciw (Qualcomm) asked if it implies that IVAS should fulfill all use cases. Mr. Tomas Toftgard (Ericsson) did not think so and he stated that this P-doc is just to exemplify to have a basis for design constraints. Mr. Lasse Laaksonen (Nokia) commented that this P-doc also allows marketing of the codec, by creating interest.
Mr. Andre Schevciw (Qualcomm) asked again if the codec needs to fulfill all these use cases. Mr. Lasse Laaksonen (Nokia) stated that this is not necessarily the case, and scenarios could be considered without taking a final commitment. Mr. Stefan Bruhn (Dolby) recalled that it was already discussed whether there were requirements on codec in this P-doc and it was clarified that use cases show what will be possible when the codec is available, and if some use cases are not doable, they would not be imported in the IVAS TR.
Mr. Stefan Doehla (Fraunhofer) commented on the box copied from FS_XR5G in which content it put in, he stated that the goal is not to derive requirements and the entire box should go away. Mr. Tomas Toftgard (Ericsson) stated that one needs to show requirements on what is needed to realize these use cases. Mr. Stefan Bruhn (Dolby) stated that the template is already agreed, and he stated that the group was burning meeting time; he wondered what could be achieved if group would follow this path. Mr. Stefan Doehla (Fraunhofer) stated that the EVS SWG group did not agree on the particular template.
Mr. Lasse Laaksonen (Nokia) stated that comments on the draft version of IVAS-9 focused on text defining requirements. He commented that the group needs to understand what are the implications for design constraints, and there is value in having this box but content is not agreed. Mr. Stefan Doehla (Fraunhofer) stated that square brackets should go one line above to have the tile of the box in square brackets. Mr. Lasse Laaksonen (Nokia) commented that this is a request to change the template. Mr. Tomas Toftgard (Ericsson) stated that it would be useful to know the information included in this box. Mr. Stefan Bruhn (Dolby) stated that in discussions it was clarified that this was related to more system level requirements and needs to enable certain use cases. He did not understand why the agreed template from the last meeting was challenged.
The EVS SWG Chairman asked if the group could go with the document as it was. Mr. Stefan Doehla (Fraunhofer) commented the requirements on the template are rather requirements for the IVAS codec. Mr. Stefan Bruhn (Dolby) noted that the content in this box was in square brackets and it was not worth commenting on anything in square brackets.
Mr. Andre Schevciw (Qualcomm) commented that after successful standardization use cases could be considered to be included in the IVAS TR while in FS_5GXR there is a process to move to the TR. He commented that some things say “shall” and he stated that the P-doc would need some clean up before moving text to a TR. The EVS SWG Chairman clarified that the EVS SWG has no such process to automatically put the P-doc text somewhere else.
Mr. Stéphane Ragot (Orange) suggested adding an editor’s note to invite inputs to clarify the box.  Mr. Stefan Doehla (Fraunhofer) stated that the template needs to be changed to clarify it. The EVS SWG Chairman added online an Editor’s note to the template to state that the template title and content can be revisited. Mr. Stefan Doehla (Fraunhofer) stated that the problem is that usage scenarios define standardization needs within IVAS and they should describe how to integrate IVAS. Mr. Lasse Laaksonen (Nokia) commented that the P-doc should also cover standardization needs for IVAS. Mr. Markus Multrus (Fraunhofer) stated that there is disagreement on the meaning of the box “Potential Standardization Status and Needs”. The EVS SWG Chairman summarized that the proposal was to add that “the title and content of this box may be revisited “ in the last box of the template.
Conclusion:
S4-190541 (v0.0.1) was agreed. This Tdoc will go to A.I. 16.1.


Mr. Stefan Bruhn presented S4-190385 Considerations on IVAS Pass-through Operation, from Dolby Laboratories, Inc.
Comments / questions:
Mr. Lasse Laaksonen (Nokia) commented on 3 aspects: facilitation of testing, preservation of maximum quality, and conferencing use case. He stated that the testing issue is important and the group still needs to discuss that further, and from Nokia’s point of view it seems appealing to allow this pass-through operation for testing purposes. He commented on the audio quality for inputs that cannot be played directly, and stated that audio transformations do reduce audio quality. He stated that it is beneficial for the industry to allow differentiation in external renderers by maintaining quality. He wondered how to differentiate in this space if the audio signal is already degraded beyond coding, and stated that the number of audio transformations as seen by the external renderer should be minimized. He stated that the pass-through operation should be also required for formats that cannot be played back. On the conference mixing use case he stated that one wants to maximize the number of streams where no transformation is needed and if transformations are required it is at least beneficial to minimize the number of transformations.
Mr. Stefan Bruhn (Dolby) commented on the preservation of maximum quality and he agreed that doing any kind of transformations would most likely lead to quality degradation. He commented that at a certain bit rates, especially low bit rates, one cannot expect that the input format is the most efficient representation of audio, and if the codec chooses another internal representation, the proponent would be forced to carry out retransformations that may create degradations, which should be avoided. He also wanted to make sure that there is the possibility to differentiate for vendors who offer external renderers, and he stated that the default renderer would be a baseline. He commented on how one should define the interface to an external renderer and stated that it should be shown that using this interface some kind of external renderer would have not worse quality than the default renderer. He commented on the facilitation of testing, and clarified that Dolby would like to see the performance of the complete system, including the default renderer, and it should be unarguable that the performance of default operation is the most important one, which is with the decoder including the default renderer. He stated that if another test case is created to evaluate the perf in pass-through and some external renderer, this is creating an extraneous test case. He added that If an external renderer is evaluated against the internal renderer, this creates a further test case, and he invited to be careful about the facilitation of testing. He also commented on the conference bridge use case, and clarified that Dolby is open to discuss this further. He stated that one cannot ensure that the input format from all different end points would be in the same format, so one would need some format conversion and even here the representation to do the best possible mixing might not be the input audio format.
Mr. Andre Schevciw (Qualcomm) expressed concerns that it is a black box approach, and he asked how to make sure that external renderers can be used. Mr. Stefan Bruhn (Dolby) stated that one potential possibility would be to start from the performance with the default renderer and ask each codec proponent to provide operation over an external interface with an external renderer and show it is not worse than the default renderer, and it would be something that the groups has to work on but one could find a method to ensure that an interface to external renderers is well specified. 
Mr. Tomas Toftgard (Ericsson) commented on testing, and he stated that the proposal to use the pass-through for testing with the same format  for all candidates is to apply the same interpretation for all candidates; he added that one can do a direct comparison. He stated that the other test with different renderers has no reference available, which implies different interpretation of the soundfield, and it is difficult to compare how it should sound like.
Mr. Stefan Bruhn (Dolby) stated that it would be possible to define a reference but the main problem is to agree on a common renderer to be applied. He stated that any kind of renderer may emphasize a feature more or less, for example an external renderer not good to represent a spatial image would favor a codec with not precise spatial representation. He added that each external renderer favors a certain feature of a codec, and when it comes to defining a reference one should be able to define it starting from the input audio with a rendering process and with no coding. He commented that the reference could be rendered and it would be less critical because the renderer is not applied after a decoding system.
Mr. Milan Jelinek (VoiceAge) stated that the fundamental problem is to have a proper reference in this scenario. Mr. Stefan Bruhn (Dolby) stated that the discussion has just started and the group has not discussed test methodologies yet. He added that Dolby can come with proposals on how to define such methodologies when it is time. He commented that one possibility is to represent each kind of input with very high order HOA signal and there would be quite an easy way to renderer. He noted that there might be other ways to do this, and we should allow to work on such concept on how to generate an appropriate reference. He stated that generating reference conditions is not part of the schedule for this meeting and this will start in August 2019. Mr. Milan Jelinek (VoiceAge) stated that it is a rather fundamental problem for design constraints and VoiceAge thought a lot about how to provide a ground truth reference and there was no obvious solution. He stated that this influences all these discussions, and he did not think one could allow until August due to the dependency for design constraints. The EVS SWG Chairman agreed with VoiceAge’s position that one needs to decide on the testing reference to agree on design constraints.
Mr. Stefan Bruhn (Dolby) stated that this is related to the testing method, and if one uses degradation testing, a golden reference is needed. He commented that a possibility is to define preference tests against certain reference conditions without a reference.
Mr. Nils Peters (Qualcomm) stated that there are different opinions on what is more important (internal renderer or pass-through) and one has to react to technology updates. He commented that freezing the codec in time might not be compatible in few years, and he was in favor of pass-through.
Mr. Stefan Bruhn (Dolby) stated that there are other examples like AMR or AMR-WB where one can see that, while it is possible to use other technologies for better error concealment, typically one would use the default algorithm, and the same applies for JBM. He stated that on should shoot for things available in near term with the operation with the default renderer, but the interface to external renderer should be well specified.
Mr. Markus Multrus (Fraunhofer) commented on the IVAS time plan and he stated that it includes many things and it never excludes topics. He noted that issues impacting testing might be included. He disagreed with the conclusion on the pass-through mode for objects and he did not see problems with cross-talk. He stated that being able to manipulate objects is a valuable use case, and the simplest example is to increase or decrease volume. Mr. Stefan Bruhn (Dolby) clarified that Dolby is not against this feature, but he questioned the need to put this in design constraints. He stated that there is a dangerous tendency to make things complicated in design constraints, and it would be faster to constrain less.
The EVS SWG Chairman stated that the proposal is that pass-through should be included for formats that can be rendered directly and not for others. He invited comments on this proposal. Mr. Milan Jelinek (VoiceAge) asked to clarify if the proposal is to include text in performance requirements. Mr. Stefan Bruhn (Dolby) clarified that Dolby does not see the need to include this in design constraints, and a better likelihood to make progress is to focus on formats that can be played out directly. The EVS SWG Chairman proposal noted that the contribution refers to design constraints in the conclusion section.
Conclusion:
S4-190385 was noted.



Mr. Markus Multrus presented S4-190414 Pass-through Operation and External Rendering Interface, from Fraunhofer IIS
Comments / questions: 
The EVS SWG Chairman noted that the proposed definition of pass-through (“For pass-through operation, the decoder output format is identical to the encoder input format according to the following definition…”) was in the pass-through operation box and it could be moved outside this box.
Mr. Tomas Toftgard (Ericsson) stated that the proposal is in line with Ericsson’s proposal. He commented on the object-based pass-through where not all metadata would not be provided, and he stated that the renderer could handle metadata without guessing if some default value or some specification of metadata are used. Mr. Markus Multrus (Fraunhofer) clarified that Fraunhofer expected that all metadata for objects may not survive for all bit rates. Mr. Tomas Toftgard (Ericsson) asked if it would be up to decoder or renderer to decide. Mr. Markus Multrus (Fraunhofer) noted that this is to be decided, but he thought that this would be up to the renderer.
Mr. Stefan Bruhn (Dolby) preferred not to repeat the complete discussion and Dolby’s view on pass-through mode, he highlighted one statement on pass-through to preserve quality and artistic intent and facilitate testing which is used as motivation. He referred to Dolby’s input in S4-190385.
Mr. Lasse Laaksonen (Nokia) commented on the case where not all metadata might make it to the decoder output in pass-through operation box, and he asked to clarify the relation with the last sentence of the proposed box. Mr. Markus Multrus (Fraunhofer) stated that bit rates (down to 13.2 kbit/s if not mistaken) are not assigned to operating modes and if one mandates pass-through mode for all bit rates it is unlikely to support it at lowest bit rates and it is proposed to specify the bit rate range that makes sense in performance requirements but this could be in design constraints.
Mr. Lasse Laaksonen (Nokia)  asked to clarify the connection to object-metadata. Mr. Markus Multrus (Fraunhofer) stated that object-metadata is not defined yet and one does not know what object-metadata codec needs to be supported. He stated that one could possibly not support for example the whole ADM set for each bit rate, and in this case one needs some rule to quantize some metadata to zero.
The EVS SWG Chairman stated that if the intention is to require to support pass-through mode it shall be defined in design constraints and not performance requirements. 
Mr. Stefan Bruhn (Dolby) requested to minute that Dolby provided arguments showing that they are not convinced that for an external interface the input format is most suitable one, and they are not excluding this possibility, but think that this should be a design choice. He added that Dolby is open to discuss the pass-through operation itself depending on the purpose. He recalled that Dolby indicated that the set of renderable audio formats may be considered for pass-through but  it is not a good idea to put in design constraints pass-through operation for scene or object based audio and other formats that require metadata, and he referred to S4-190385.
Mr. Markus Multrus (Fraunhofer) stated that he did not agree with this conclusion, and for example for objects pass-through makes sense to avoid format conversion. He clarified that the proposal does not necessarily connect the external rendering interface to the input format but it allows the external renderer to provide maximum quality without format conversion bottleneck.
Mr. Stefan Bruhn (Dolby) asked if the proposal for external rendering interface is to require that any of the three alternative is sufficient or one would have to do all of them. Mr. Markus Multrus (Fraunhofer) clarified that the external renderer has to provide an interface that can cope with all 3 formats. Mr. Stefan Bruhn (Dolby) noted that this is connected to the input. Mr. Markus Multrus (Fraunhofer) stated that there is the possibility that for some bit rates pass-through would not be supported and that connection of an output format being identical to the input format would not be true. Mr. Stefan Bruhn (Dolby) stated that pass-through is problematic, because certain bit rates are not supported, this will be complicated, and this creates a big headache if one needs to design a codec that needs all these requirements. He stated that one need to allow a good codec design.
Mr. Markus Multrus (Fraunhofer) stated that for the market if one does whatever one wants without providing control for the input data, that would be cause headache for deployments.
Mr. Stéphane Ragot (Orange) was unsure about object-based for pass-through given that there is no clear definition of objects yet. He commented that  bit rates for all operation points should rather be defined in design constraints.
The EVS SWG Chairman asked if the group could agree to put the proposed text in IVAS-4. Mr. Stefan Bruhn (Dolby) preferred not to do so.
Conclusion:
S4-190414 was noted.

Mr. Stéphane Ragot presented S4-190430 On IVAS pass-through mode and input-output format combinations, from Orange
Comments / questions: 
The EVS SWG Chairman encouraged the group to develop a common understanding of pass-through. He projected S4-190414 which contains another definition, he suggested working on a definition of pass-through.
Mr. Tomas Toftgard (Ericsson) proposed to skip the discussion on the definition. He commented that the motivation used for having pass-through could be used for objects to control rendering. He commented that if one chooses to use this audio format, it may be the intention to have the possibility to do this after decoding, and use the codec as a compression engine. He referred to Ericsson’s proposal. He commented on the testing of different upmixing and downmixing and he stated that in order to have a useful renderer one should have this functionality. He stated that it would not be useful in standards if just working for some configurations and added that one might sample some rendering points for testing.
Mr. Stefan Bruhn (Dolby) commented that some aspects in this proposal are not too far from Dolby’s view, such as the pass-through on selected input formats. He stated that there is a different view for formats such as ambisonics that should not be part of this list. He added that for channel-based one needs to make sure that the input/output configuration can match. He commented on the paragraph on testing, and stated that testing is very important. He invited to have a top-down approach, by agreeing first on features then discussing what test methods are needed to do quality testing. He stated that in standardization there are several phases, like selection where relevant modes are tested and more modes can be tested in characterization. He commented that the matter is to agree on something to give evidence in selection on how a proposal works.
The EVS SWG Chairman suggested working on the definition of pass-through and which selected input formats would have pass-through.
Conclusion:
S4-190430 was noted.

Mr. Tomas Toftgard presented S4-190348 IVAS testing, from Ericsson LM
Comments / questions: 
Mr. Stefan Bruhn (Dolby) commented on the proposed selection of rendering, where it would be to find a golden reference that could be used for testing, and he asked if one would decide on the best possible way to renderer item by item for use in a degradation test. Mr. Tomas Toftgard (Ericsson) stated that one would not select a single renderer but one would select which item to assign to each render. He commented that test items can be allocated to different renderers and this allocation can be randomized and a pre-test can be done to optimize the performance of rendering. He commented that in the test one could see if the renderer is really bad, so it is good to have a multitude of multiple renderers to see if the codec is robust. He stated that the pass-through mode would be used for external rendering to test the robustness, and this would not be in step 1, where one would simply take the original material and render with different renderers and select.
The EVS SWG Chairman asked if from standardization process point of view the first step would be defining this sort of reference renderer and then there would be selection testing. He commented that the project plan would have to reflect that. Mr. Tomas Toftgard (Ericsson) stated that it could be done just before selection testing or done in advance, otherwise it could be optimized for certain rendering performance. The EVS SWG Chairman commented that it has to be done before submission of candidates, if this process is adopted it should be included in the project plan.
Mr. Stéphane Ragot (Orange) asked to clarify why the proposed process would be “fair and reliable” and he wondered if there were test results to support this claim. Mr. Tomas Toftgard (Ericsson) stated that the proposal is not to test only using pass-through but also with the whole chain, where rendering is applied, and one would do testing with both the external renderer and internal renderer. He stated that of course one needs more test results, and the proposal is to apply the same interpretation in a preference test, otherwise it would be a matter of taster if one has to interpret two versions.
Mr. Stefan Bruhn (Dolby) commented on the question of interpretation and he asked what was the artistic intent in a conversational service, and to what extent one would see authoring of material and artistic intent. Mr. Tomas Toftgard (Ericsson) commented that the placement of objects for augmented reality may convey a specific spatial image and the selected format could be relevant for presentation.
Mr. Huan-Yu Su (Huawei) commented on the selection process and he asked if there is anything called generic renderer or open-source renderer that can be used as a reference. He stated that It would solve one issue, and the candidates would have a renderer designed with their solution but when one compares with a reference one needs to compare apples to apples. He asked to clarify the rendering for candidates. Mr. Tomas Toftgard (Ericsson) stated that the reference rendering would be applied to all candidates for specific items, so one would renderer with a common renderer. He commented that every proponent could provide one renderer for certain items.
Mr. Huan-Yu Su (Huawei) commented that one would select the renderer first. Mr. Tomas Toftgard (Ericsson) stated that there is no need to select one, and one can have a multitude of renderers.
Mr. Markus Multrus (Fraunhofer) stated that the problem on having to select a renderer is anyway true, even if every one goes without a reference renderer, namely for cases where the encoder codes ambisonics and objects, which need to be rendered before listening.
Mr. Stefan Bruhn (Dolby) supported Huawei’s view that the proposal adds efforts, he understood that in a first step one could to agree on how the original content can be rendered, and this could be straightforward with no competition involved, then one would have a reference item by item, and this expresses the artistic intent and it would express how it is expected to sound in terms of position of objects. He added that we should then test how close a coded condition comes to a reference, and if one introduces a further test and dimension with some kind of common renderer to see how is the performance of that system is, it is a clear complication with more testing effort. He stated that one would run into problems into finding an agreeable common renderer, and he referred to VRStream, which was not an easy exercise with long debates about the common renderer. He commented that the results of the renderer test were not very conclusive, and it creates a lot of overhead if one wants to apply this in a competitive approach where codecs are compared and it makes it difficult to meet time lines.
Mr. Markus Multrus (Fraunhofer) stated that a reference renderer could be used for a reference test, and he asked why not use a single one for coded conditions. Mr. Tomas Toftgard (Ericsson) stated that it is a faster process and to find a perfect common renderer may require several years of development.
Mr. Andre Schevciw (Qualcomm) supported the idea of the common rendering system, and he commented there was a bit of effort in VRStream which should not be wasted. He commented that there was some agreement in a common rendering scheme for VRStream and the IVAS group could keep working on that.
The EVS SWG Chairman stated that the question is to what the common renderer would be applied and here in the proposal there are several renderers for sanity checks. Mr. Tomas Toftgard (Ericsson) clarified that the idea is to avoid selecting one common renderer, however if there is such as common renderer it could be applied for everything, which would be another possibility.
Mr. Stéphane Ragot (Orange) asked to clarify the allocation of test items to renderers and how HRTFs would be selected for testing. He recalled that the common binaural renderer for VRStream used generic HRTFs. Mr. Tomas Toftgard (Ericsson) clarified that it is not proposed to limit testing to generic HRTFs, and one could run some experiments and see what is gained to see if one has to specify a renderer where we can change HRTFs.
Mr. Stefan Bruhn (Dolby) stated that it is easier to agree on a renderer on the original material than on what goes to codec conditions, because different renderers can emphasize different properties of the codec, and some renderers may emphasize the spatial image, and it would be more critical for the spatial resolution. He commented that one may look at the first step to find good references for the test, and he stated that it makes it more complicated if one has to apply the reference renderer after coding and it the interface format has to be pass-through.
Mr. Markus Multrus (Fraunhofer) stated that there is a problem if there is such a strong dependency on how the codec works for different renderers, and one would need to revisit the concept of external renderer. Mr. Stefan Bruhn (Dolby) clarified that the issue is for codec competition, where tiny differences could make a difference.
Mr. Stefan Doehla (Fraunhofer) stated that there are two things: trying to find best the codec and try to find the best rendering. He commented that IVAS codec should transmit the original input material in a faithful manner, and a codec is intended at compression of that original input. He also stated that format conversion is an add-on.
Mr. Stefan Bruhn (Dolby) commented that the work item is looking for a codec providing good quality for the service, in binaural listening or over loudspeakers. He stated that the desire of separate work to specify the best renderer is a nice undertaking, but out of scope. 
Mr. Stéphane Ragot (Orange) wondered if this issue is not the same as mixing different JBMs in a test for EVS. Mr. Stefan Doehla (Fraunhofer) commented that there were both PLC and JBM conditions for EVS. Mr. Stéphane Ragot (Orange) stated that Orange required to have PLC tests for more general use of the codec, but we could have had only JBM tests. 
The EVS SWG Chairman commented that one way forward is that a reference renderer will be needed for testing and the question is whether one common renderer is needed or not. He asked if the group wants one common render or multiple renderers for sanity check. 
Mr. Stefan Bruhn (Dolby) stated that whether a reference renderer is needed or not is a question of methodology, and the first step is to agree to make reference tests, then one needs reference renderers, while this would not be needed if the methodology is a preference test, which might be for further discussion.
The EVS SWG Chairman assumed there could be different types of tests.
Mr. Andre Schevciw (Qualcomm) commented that the proposal is to have multiple renderers but they are common.
Mr. Stéphane Ragot (Orange) commented that one should clarify which reference test would be used to decide to have a common renderer. The EVS SWG Chairman commented that if DCR is used one need a reference, and if no degradation type of test is used it is not needed.
Mr. Stefan Bruhn (Dolby) commented that the question of common renderer to use applies for degradation tests, and he did not want to mix the reference for the input audio material, and the common renderer after decoding with pass-through operation.
Mr. Huan-Yu Su (Huawei) stated that a common renderer is needed even for non-degradation type of test, he suggested agreeing on trying to identify a common renderer and if there is no agreement to consider multiple renderers. Mr. Stefan Bruhn (Dolby) asked if this proposal would be for coded or uncoded conditions. Mr. Huan-Yu Su (Huawei) stated that it would be used as a reference to compare in one format and IVAS produced formats. Mr. Tomas Toftgard (Ericsson) stated that one has to compare apples to apples, and one needs to use the same rendering. He commented that in non-pass through mode if there is no reference, one would need a preference test, which may be less accurate.
The EVS SWG Chairman asked if the proposal can be agreed. Mr. Stéphane Ragot (Orange) commented that this input is very useful but it would be fair to have a bit more time to look into methodologies.
Conclusion:
S4-190348 was noted.

Mr. Tomas Toftgard presented S4-190346 IVAS audio formats and interfaces, from Ericsson LM
Comments / questions: 
Mr. Stéphane Ragot (Orange) supported the comments on diegetic and non-diegetic, and he stated that these terms come from Michel Cion’s theories in the movie industry with different meaning and people seem to have misunderstood or misused the original concept. He stated that it may be better to rather say head-tracked and non-head-tracked. Mr. Tomas Toftgard (Ericsson) stated that this was a good proposal. Mr. Nils Peters (Qualcomm) stated that ITU settled with head-locked and non-head-locked.
Mr. Stefan Bruhn (Dolby) had concerns bringing the proposals into IVAS-4, he was not convinced how much the encoder has to know that the input is diegetic or not and whether this a design constraint. He noted that this may have to be signaled, but he wanted to see what kind of signaling would be used.
Mr. Tomas Toftgard (Ericsson) commented that there is some text in IVAS-4 for what to renderer. Mr. Stefan Bruhn (Dolby) supported the idea that the renderer must support head-tracked and non-head-tracked audio, and that the encoder should know whether it is diegetic or not.
Mr. Tomas Toftgard (Ericsson) commented that there are several proposals in the Tdoc and he suggested considering these proposals for editing. Mr. Stefan Bruhn (Dolby) commented on the specification of output format for external rendering that is connect to pass-through. Mr. Tomas Toftgard (Ericsson) clarified that if a 3D object stream is specified as pass-through for the encoder side and not another, the one which is pass-through should go to get a pass-through object at the output. Mr. Stefan Bruhn (Dolby) asked if this would be only for objects or everything. Mr. Tomas Toftgard (Ericsson) clarified that it would be for everything. Mr. Stefan Bruhn (Dolby) stated that it may not be in design constraint and it could be a signaling aspect. Mr. Tomas Toftgard (Ericsson) stated that one has to specify if a stream is pass-through or not to encode it.
Mr. Markus Multrus (Fraunhofer) asked if the decoder needs to know. Mr. Tomas Toftgard (Ericsson) stated that this is for the encoder side.
Mr. Stefan Bruhn (Dolby) took the example of conference bridge, where one gets dynamically new participants which may be objects, he stated that one could not negotiate this upfront and one would have to transmit this inband. Mr. Tomas Toftgard (Ericsson) stated that the certain number of streams may be dynamic, but a specific input audio stream would fixed as pass-through.
Mr. Stefan Bruhn (Dolby) expressed concerns that the proposal was overloading design constraints with lots of feature that may be nice to have. He suggested focusing on essential features and stated that candidates are free to include certain features into their codec and he was not sure one need such a complex set of features. Mr. Tomas Toftgard (Ericsson) stated that pass-through is to simplify things, not to complicate.
Mr. Markus Multrus (Fraunhofer) supported the view that the proposed concept is a bit over-engineering. He wondered if a requirement is need and one could just put that the encoder needs to know the type of stream. Mr. Stefan Doehla (Fraunhofer) also supported the view that design constraints should not be loaded with all possible features, and he stated that pass-through is an essential feature though to make the codec a codec and for testing matters.
Mr. Lasse Laaksonen (Nokia) supported the view to avoid loading design constraints with many things. He stated that one should discuss and add features that will be valuable for the codec, otherwise there is a risk that such things will be impossible to be provided by proponent companies.
Mr. Markus Multrus (Fraunhofer) noted that there are couples of “may” proposals, and he stated that design constraints should only set certain limitations on features a codec must provide, and it is up to proponents to support other features that may be provided. The EVS SWG Chairman noted that if a feature is not written one could say it is not needed. Mr. Tomas Toftgard (Ericsson) commented that a proponent may use some optional information in the encoder side and one should make sure it is possible to use this information.
Mr. Stéphane Ragot (Orange) commented on the proposed definition of pass-through and he wondered if it is correct to call pass-through an operation where 3rd order HOA becomes just mono. He commented that the overall content should be preserved in all channels. Mr. Tomas Toftgard (Ericsson) stated that this would still be pass-through and it may not give good performance, however one could still apply the same rendering algorithm.
Mr. Stefan Bruhn (Dolby) stated that one needs to define what are design constraints. He asked if things that are not explicitly mentioned are forbidden and noted that things with “may” could be skipped to concentrate on essential things.
Mr. Tomas Toftgard (Ericsson) stated that the allowance of using this information for the encoding is not obvious but should also not be mandatory. He commented that it is useful to have this “may”.
The EVS SWG Chairman suggested taking proposals box per box. Mr. Stefan Bruhn (Dolby) stated that the document is very complex and from discussions it appears that there are various questions and it would be difficult to say if proposals are agreeable.
Mr. Tomas Toftgard (Ericsson) acknowledged that the proposals are a bit complex, and he stated that this is an update from previous meetings but the proposed text could be included into brackets. Mr. Stefan Bruhn (Dolby) commented on the experience after telcos to put things in brackets, and he request to make proposals more separable and he suggested reconsidering this input in drafting session.
Mr. Stéphane Ragot (Orange) suggested taking the input box by box to be fair. Mr. Stefan Bruhn (Dolby) invited to resubmit different portions. Mr. Tomas Toftgard (Ericsson) stated that he could propose some things to the editing session.
The EVS SWG Chairman summarized that the proposals fall in different categories: some can be agreed, other cannot and some could be included after modifications.
Conclusion:
S4-190346 was noted.
Later Mr. Tomas Toftgard (Ericsson)  presented a simplified version of  S4-190346 with reformulated proposals. Mr. Stefan Bruhn (Dolby) commented that there were many other documents in the pipe and there was still text on pass-through which is completely unagreed, and which is not from the WID. This draft updated was closed and some selected proposals were left to be included in the working draft of IVAS-4.

Mr. Stefan Doehla presented S4-190416 On the Importance of the Reference for IVAS Testing, from Fraunhofer IIS
Comments / questions: 
The EVS SWG Chairman commented that figures will be useful when the group will draft the processing plan.
Mr. Stefan Bruhn (Dolby) commented that no risk analysis or discussion on risks was provided and he stated that there is some experience with tests with no reference, where there are pros and cons.
Mr. Stefan Doehla (Fraunhofer) referred to section 2 and he stated that anything becomes possible if a reference is omitted, and testing becomes a matter of listener’s taste. He commented on the visual image related to rendering, and wondered how one can faithfully reproduce the input to the encoder without a reference.
Mr. Stefan Bruhn (Dolby) noted that many ACR tests and lots of preference tests have been done the past and one could argue that a codec may just produce a very nice sound and it would always get the highest score, but this does not happen in practice. He invited to be cautious and stated that one need to see the proper methodology. 
Mr. Milan Jelinek (VoiceAge) commented on the experience with ACR, used in NB clean speech and WB, and ACR was avoided in case of expected signal enhancement. He stated that ACR was even discarded for SWB and for spatial the complexity is such that a comparison to a reference is important. He commented on the amplification of signal used in some exercises, and complicated measures had to be developed. He stated that ACR is very uncertain to provide what the group is looking for, because the dimensionality is orders of magnitude higher than what was experienced in NB / WB clean speech. He did not think that it would be possible to have a meaningful evaluation of a system with ACR.
Mr. Andre Schevciw (Qualcomm) stated that ACR is an illusion, even if ACR has a reference provided. He suggested building on VRStream which took a long time to agree, even if some things can be improved. 
Mr. Stéphane Ragot (Orange) asked if the proposal is to exclude any test involving upmixing or downmixing. Mr. Stefan Doehla (Fraunhofer) stated that upmixing are examples of test, where  each system tries to match the listener taste and enhance the signal.
Mr. Stéphane Ragot (Orange) commented that the testing matters were scheduled to start in August and Orange wanted to contribute on aspects like loudness. Mr. Markus Multrus (Fraunhofer) commented that the IVAS project plan does not say that the processing plan will start in August, one can decide to do earlier and it is important to conclude on this document by the time. Mr. Milan Jelinek (VoiceAge) added that the project plan is a guidance but one could be flexible to be able to update it if useful. He had troubles with defining design constraints if one does not know to test. Mr. Stéphane Ragot (Orange) commented that usually design constraints and performance requirements are defined before starting the test plans.
Mr. Stefan Bruhn (Dolby) commented that the proposal assumes that the group agreed on pass-through mode, while this is not the case. He commented that reference testing is not ruled out and one may consider it when there is a direct presentation of the input to the renderer to render the direct signal. He preferred to see the IVAS codec operation with the internal renderer. He also wondered why the terminology changed.
Mr. Milan Jelinek (VoiceAge) invited to provide a similar chain for situations where one would not have the path-through operation. He stated that this is required to see how certain design constraints could be evaluated.
Mr. Andre Schevciw (Qualcomm) commented on figure 4a, and he stated that the first and third row would be agreeable. He commented on the comparison between direct and IVAS with its black box renderer. Mr. Stefan Bruhn (Dolby) commented that the IVAS encoder / decoder / renderer is to be delivered by WID, this is the thing that should appear in lower row. He stated that for bit rates in range of 24 to 48-64 kbit/s there would certain degradations due to coding. He stated that on this figure row 3 is not the same as row 1 because the renderer is not the same
Mr. Stéphane Ragot (Orange) stated that there could be methodologies allowing testing the complete chain, with objective requirements on renderers to make it more comparable.
Mr. Stefan Bruhn (Dolby) asked why not the terms “internal” and “default” are used in the figures. Mr. Markus Multrus (Fraunhofer) commented that the terms “internal” or “default” are not agreed for the renderer. Mr. Stefan Bruhn (Dolby) stated that these changes make it more complicated.
Mr. Stefan Doehla (Fraunhofer) stated that the aim was to make a proposal with figures self-explanatory as possible, but each party has its own terms. He invited offline work to have a common language.
Mr. Stéphane Ragot (Orange) stated that it is a bit dangerous to define the test plan before performance requirements. Mr. Stefan Doehla (Fraunhofer) commented that performance requirements should be met irrespective of test method
The EVS SWG Chairman asked how to maintain this document in case the group has a better understanding for testing. He noted that pass-through is not agreed. Mr. Stefan Doehla (Fraunhofer) suggested considered the bullet points at the end.
The EVS SWG Chairman asked commented on bullet a). It was clarified that “readily evaluated” means “directly presented” and binaural audio was included in this case. The terminology “DIRECT” vs. “reference” was discussed, it was suggested to refer to “uncoded reference”.
The EVS SWG Chairman asked if there was agreement on this bullet. Mr. Stéphane Ragot (Orange) invited to do some rewording offline.
Mr. Stefan Doehla (Fraunhofer) noted that bullet b) may not be agreed. Mr. Stefan Bruhn (Dolby) commented that there is mentioning of this pass-through mode, also for scene-based and objects, and there is still disagreement.
The EVS SWG Chairman asked for comments on bullet c).
Mr. Stéphane Ragot (Orange) suggested noting the document because of the comments that were already expressed.
Mr. Stefan Bruhn (Dolby) suggested inviting further inputs and starting with a test plan when there is some convergence, which would be somewhat aligned to the project plan.
Conclusion:
S4-190416 was noted.


Mr. Nils Peters presented S4-190370 Discussion on input format testing, from Qualcomm Technologies, Inc.
Comments / questions: 
Mr. Tomas Toftgard (Ericsson) commented that this is similar to the Ericsson proposal, with some sort of pass-through. He noted that HTF is not yet agreed, and he asked if it is possible to also do HTF in pass-through.
Mr. Nils Peters (Qualcomm) stated that it makes sense to prerender to HOA, and HTF was added in this document to address some questions regarding this format.
Mr. Markus Multrus (Fraunhofer) commented on figure 3, where there is HTF2HOA, and he asked if this block is missing for other parts with the codec or renderer. Mr. Nils Peters (Qualcomm) stated that this is related to pass-through, and the functionality of HTF to HOA is very simple and it is described in ETSI and also in a MATLAB script, and it could be used in codec solutions.
Mr. Stefan Bruhn (Dolby) noted that the proposal is to use some kind of common renderer, and he asked how testing would be done the internal renderer or default renderer. Mr. Nils Peters (Qualcomm) clarified that Qualcomm is considering the use of external renderer rather than the codec with internal render, and there might be a proposal to use an external renderer as the internal renderer, which is not considered here. He stated that one has to give some certainty that pass-through provides useful quality, so one may test it with multiple renderers.
Mr. Stéphane Ragot (Orange) asked to clarify the input material. Mr. Nils Peters (Qualcomm) explained that audio sources could be postprocessed, for example based on spot microphones or with near-field effects.
Mr. Markus Multrus (Fraunhofer) stated that HOA2HTF is normatively described in ETSI.
Mr. Stefan Bruhn (Dolby) asked if the proposal is to have HTF as an open format. He stated that for pass-through the HTF2HOA converter would have to be part of external renderers. Mr. Nils Peters (Qualcomm) confirmed this was the case and he referred to Figure 3b. He clarified that the concept of figure 1 can be extended to HTF.
Mr. Stefan Bruhn (Dolby) had concerns that the main task would be to standardize a codec without renderer and rather provide an interface to some kind of generic renderer. He stated that this was not the way this exercise was defined.
Mr. Nils Peters (Qualcomm) stated that the proposed modes are very important mode for the industry.
Mr. Markus Multrus (Fraunhofer) noted that objects are not mentioned at all. Mr. Nils Peters (Qualcomm) stated that this depends on metadata and objects were not yet fully discussed. He stated that these thoughts could be used for object audio.
Mr. Stéphane Ragot (Orange) stated that for a conversational service Orange would prefer to have testing of the full solution, otherwise this could be detrimental for IVAS deployments if quality is not guaranteed end to end.
Conclusion:
S4-190370 was noted.


Mr. Stefan Bruhn presented S4-190388 IVAS Default Renderer Output Format Support, from Dolby Laboratories, Inc.
Comments / questions: 
Mr. Markus Multrus (Fraunhofer) noted that for rendering of binaural this input proposes to have stereo and mono. He asked if this includes to invert the possibly applied HRTFs or spatial image for stereo. Mr. Stefan Bruhn (Dolby) stated that irrespective of technology that may be applied, the view is that in certain implementaitons on may disconnect headphones and use in stereo speakers in a car, and it should immediately work from stereo speakers. He noted that proponent companies may propose various technologies to this proposed constraint.
Mr. Tomas Toftgard (Ericsson) noted that upmix would not be included and this needs further discussion. He asked if the downmix format should be tested. Mr. Stefan Bruhn (Dolby) clarified that this test may be done in characterization, but this functionality would be provided.
Mr. Tomas Toftgard (Ericsson) asked if upmixing is excluded. Mr. Stefan Bruhn (Dolby) stated that upmixing is for further debates.
Mr. Tomas Toftgard (Ericsson) stated that stereo for binaural is similar to upmixing. Mr. Stefan Bruhn (Dolby) noted that binaural audio input cannot be head tracked.
The EVS SWG Chairman asked if features that are not required would be allowed.
Mr. Stefan Bruhn (Dolby) stated that one cannot state everything, for a 5.1 input with certain loudspeaker configuration, the service has to work if a person places the 5.1 configuration in a strange way.
Mr. Milan Jelinek (VoiceAge) asked what is the difference in rendering for binaural and stereo, he noted that one still receives 2 channels and in the sense of definition binaural can be left as is. Mr. Stefan Bruhn (Dolby) stated that the difference is in the rendering instrument and one has to make it sound ok for stereo listening.
Mr. Stefan Doehla (Fraunhofer) asked what was the use case if one knows there is a speaker setup.
Mr. Stefan Bruhn (Dolby) stated that there are use cases where a receiver is not directly connected to the sending side, and he gave the example of voice mail where a sending device has to serve several receiving devices. Mr. Stefan Doehla (Fraunhofer) asked if binaural audio is the preferred format for this use case.  Mr. Stefan Bruhn (Dolby) stated that everybody could go down to lower capability to mono otherwise.
The EVS SWG Chairman potential asked if the proposal could be included in the working draft.
Mr. Tomas Toftgard (Ericsson) noted that multichannel is not fully specified for the output. Mr. Stefan Bruhn (Dolby) stated that this has to be the rendered output format, further work is need to specify the matrix to be required here. The EVS SWG Chairman configuration suggested to have TBD after multichannel.
Mr. Stéphane Ragot (Orange) noted that mono compatibility was required for stereo support in EVS, and he asked if the proposal was to generalize the mono compatibility concept to stereo and binaural audio across the board. Mr. Stefan Bruhn (Dolby) confirmed that this was the case.
Mr. Markus Multrus (Fraunhofer) stated that Fraunhofer disagrees with the stereo and mono lines. Mr. Stefan Doehla (Fraunhofer) added that for binaural what needs to be done seems to be underspecified, and there may be other ways to tackle such a use case.
The EVS SWG Chairman asked what was the request for stereo. Mr. Tomas Toftgard (Ericsson) stated that in principle binaural audio should be for two ears listening, and he was confused with the addition of stereo output.
The EVS SWG Chairman added the wording ‘(multichannel configuration TBD)” online. The IVAS-4 asked how the proposal should be captured in the working draft.
Mr. Stefan Bruhn (Dolby) noted that upmixing is ffs and related to multichannel in this proposal. He added that it may not be specified in design constraints, and it is related to interoperability. He stated that it is important to have downgrading possibility.
Mr. Tomas Toftgard (Ericsson) stated that upmixing could also be done for stereo. He stated that binaural to stereo is the same. Mr. Stéphane Ragot (Orange) commented that one may have a generic adapter block that would remap and add zero feeds. He commented that there could be use cases where binaural input is relevant, e.g. for microphones embedded in headphones. Mr. Milan Jelinek (VoiceAge) asked to explain how this works.
Mr. Stefan Doehla (Fraunhofer) asked what is the expected mono output for the binaural case and if this is any downmix or HRTFs are undone. Mr. Stefan Bruhn (Dolby) stated that this has to do with interoperability and play out something, and he expected that there would be certain performance requirements.
Mr. Stefan Doehla (Fraunhofer) stated that binaural audio is only justified to listen over headphones, otherwise a real 3D scene is a much more flexible format. Mr. Stefan Bruhn (Dolby) stated that binaural audio is immersive audio, and one can support binaural audio at much lower bit rate than multichannel or scene-based audio. Mr. Markus Multrus (Fraunhofer) had doubts on that. Mr. Tomas Toftgard (Ericsson) stated that if the content includes the spatial scene, it should be a better experience than 5.1.
Mr. Stefan Doehla (Fraunhofer) asked what would be the requirement for scene displacement. Mr. Stefan Bruhn (Dolby) noted that binaural audio has limitations similar to stereo, and to get more quality of experience more channels would have to be transmitted.
The EVS SWG Chairman asked how to represent binaural input on loudspeakers (e.g. 5.1). Mr. Markus Multrus (Fraunhofer) stated that the answer is not straightforward, and he preferred to put TBD for complete line on binaural audio. Mr. Stefan Doehla (Fraunhofer) stated that there are other inputs on this particular topic. He commented on the new notion of default renderer. 
Mr. Markus Multrus (Fraunhofer) noted a typo (“rendered” vs “renderer”).
The EVS SWG Secretary asked what was the conclusion on the inclusion the proposed table in IVAS-4. The EVS SWG Chairman concluded that the proposed table would be included in square brackets with the modifications as discussed above in IVAS-4.
Conclusion:
S4-190388 was noted. The proposed table would be included in square brackets with the modifications as discussed above in IVAS-4.



Mr. Lasse Laaksonen presented S4-190396 Examples of object-based audio control metadata for IVAS, from Nokia Corporation
Comments / questions: 
Mr. Stéphane Ragot (Orange) stated that for EVS one could have had use case where one can control the level of background noise or change the frequency equalization but this is not a codec issue, and he commented that the audio focus use case is similar. He asked if the proposed use cases need to define codec requirements. He also commented on the language selection use case, and he stated that this may be realized in other ways in a system, for instance if one knows the user profile in some way a single channel can be delivered according to the language preference.
Mr. Lasse Laaksonen (Nokia) stated that specific use cases can be implemented in different ways. He proposed to focus on the control metadata aspect and he stated that some type of features can be allowed in terms of other signaling or by going inband. He stated that object-based audio has not been considered for conversational use cases, and there could be examples like the previous use case from Dolby. He stated that one needs to see what kind of things are of interest and design constraints can be derived based on them.
Mr. Stefan Bruhn (Dolby) supported bringing up this discussion and the listed categorization of metadata. He noted that the contribution is focused on control metadata. He asked what kind of direct impact it would have on IVAS codec design. Mr. Lasse Laaksonen (Nokia) stated that this may not have a huge impact on codec design, and it is more about identifying some aspects that really do make sense to be controlled, and then seeing how it can be considered at the system level. He noted that this is something to setup once during the session or it will evolve during speech frames. He stated that the type of metadata that is part of the object definition, and actual implications are more on the rendering side. He added that potentially this kind of advanced use cases could be not part of default render in IVAS, but left for the external renderer. He stated that one needs to understand the relationship between default and external renderers.
Mr. Stefan Bruhn (Dolby) supported this view and it stated that this may be outside codec design and control aspects may not be covered in design constraints. He stated that there may be potential needs to enable such features and signaling capability and it may be easier to keep such things outside the IVAS design constraints.
Mr. Milan Jelinek (VoiceAge) stated that more time may be needed to think about the interaction to the codec. He stated that it might be desirable to have some interaction that influences the bit rate to have better distribution of bit rate if there is feedback on focus. He stated that there is some interaction to codec design.
Mr. Stefan Bruhn (Dolby) could also see potential use cases, and one needs to cover all these cases that might be potentially important in the IVAS codec design, but it could make it more complicated. He noted that certain features, like audio focus, might impact the bit distribution if one wants an optimal bit allocation, but one could deal with an existing design where the codec does not do optimal coding to get a simpler system.
Conclusion:
S4-190396 was noted.

Mr. Markus Multrus presented S4-190411 Considerations on object-based audio metadata for IVAS, from Fraunhofer IIS
Comments / questions: 
Mr. Lasse Laaksonen (Nokia) disagreed that spherical indexing is not practical, and he stated that it has properties like pseudo uniform representation of orientation, but it is valid to provide directional information for audio objects, and it useful to have very high resolution like 0.1 deg. 
Mr. Markus Multrus (Fraunhofer) commented on the distance gain, and he clarified that this part (how to quantize it) was not clear in the Nokia proposal and not addressed.
Mr. Stefan Bruhn (Dolby) asked to clarify what kind of preprocessing is meant in this contribution. Mr. Markus Multrus (Fraunhofer) explained that objects could be moved on the sending side before actual coding.
Mr. Stefan Bruhn (Dolby) asked why a specific quantization is proposed.  Mr. Markus Multrus (Fraunhofer) stated that the metadata framework used as input needs to come to some kind of discrete representation, and a discrete sampling is needed.
Mr. Stefan Bruhn (Dolby) commented on the use of spherical or Cartesian coordinates and he stated that for translation movements it would be better to use Cartesian coordinates rather than spherical coordinates.
Mr. Markus Multrus (Fraunhofer) stated that this needs to be considered with the use case, and for 3DOF based use cases a spherical coordinate system was found to be sufficient. He stated that this is not up to proponent companies but for the reference system to compare against, and the rendering needs to understand metadata.
Mr. Hiroyuki Ehara (Panasonic) asked to clarify the background of resolution of 0.1 deg. Mr. Markus Multrus (Fraunhofer) stated that it is sufficiently fine and this proposal is to retain the notion of byte alignment that was part of Nokia proposal.
Mr. Stéphane Ragot (Orange) asked  why not go with plain float format. Mr. Markus Multrus (Fraunhofer) stated that this could be an option.
Mr. Stefan Bruhn (Dolby) asked if byte alignment is a strong requirement. Mr. Markus Multrus (Fraunhofer) stated that one could use 16 or 32-bit float.
Mr. Stefan Bruhn (Dolby) asked if trigonometric operates are a problem. Mr. Markus Multrus (Fraunhofer) stated that it complicates things and he preferred to go the simplest implementation.
Conclusion:
S4-190411 was noted.


Mr. Huan-Yu Su presented S4-190305 On the default renderer for IVAS, from Huawei Technologies Co., Ltd.
Comments / questions: 
Mr. Stéphane Ragot (Orange) stated that Orange could have cosigned on this contribution with all arguments on the internal renderer, if there was not the pass-through statement at the end. He fully supported the need to consider the full IVAS system with the internal renderer and he supported the arguments in favor of the internal renderer.
The EVS SWG Chairman asked to clarify the meaning of “default/mandatory”. Mr. Huan-Yu Su (Huawei) stated that a default renderer, like PLC, is needed for quality, however the industry may to develop their solutions as long as they are better or no worse. The EVS SWG Chairman asked if the status of the default renderer would be similar to PLC with a sort of shall or should or may. Mr. Huan-Yu Su (Huawei) clarified that this was not part of the proposal.
Mr. Andre Schevciw (Qualcomm) stated that the default renderer is  not mandatory for implementation, and he asked if it shall to be used in products. The EVS SWG Chairman stated that a candidate would have to provide a renderer, but the status shall/should/may be not defined.
Mr. Stefan Bruhn (Dolby) asked if there would be a possibility for external renderers if the default renderer becomes mandatory. Mr. Huan-Yu Su (Huawei) stated that this would be the case.  Mr. Stefan Bruhn (Dolby) asked if there would be a negotiation mechanism to select the default or potentially another one.
Mr. Stéphane Ragot (Orange) asked to clarify the last sentence about pass-through. Mr. Huan-Yu Su (Huawei) explained that the reason is to keep pass-through in proposal because the design constraint part of pass-through is not agreed, and this is neutral to Huawei. 
Mr. Tomas Toftgard (Ericsson) stated that the IVAS WID talks about rendering and there is a TS for a description of rendering but he wondered what would be the input to the renderer. He noted that it is difficult to separate coding form rendering, and it may be difficult to call a block decoding and rendering.
Mr. Huan-Yu Su (Huawei) stated that IVAS only supports the built-in renderer, and the external renderer is up to manufacturers. 
Mr. Tomas Toftgard (Ericsson) asked if it is enough to specify rendered output formats. Mr. Stefan Bruhn (Dolby) stated that external renderers are excluded from the WID and if one takes strictly the WID, one should provide a coding solution that includes a rendering solution.
Mr. Huan-Yu Su (Huawei) stated that Huawei did not want to repeat the MPEG experience where an excellent renderer is defined but nobody can reproduce it.
Mr. Markus Multrus (Fraunhofer) suggested improving some terms like “built-in renderer” and he stated that a renderer might not be used for all formats (such as stereo).
Mr. Stéphane Ragot (Orange) asked the source to clarify its position on renderer testing. Mr. Huan-Yu Su (Huawei) stated that Huawei’s position is that testing should be with the full codec solution including the internal renderer. He added that if the group says testing should use the pass-through mode, Huawei would not be against. He commented that a renderer might hide deficiencies of the codec, either in selection or characterization.
The EVS SWG Chairman drafted some text online and he asked if the group could agree on this proposal:
“candidates have to provide a renderer solution as part of the candidate solution and the renderer will be specified in IVAS series but the status of the renderer (shall, should, may) is not yet defined  and an interface to external renderer has to be specified.”
Mr. Stefan Bruhn (Dolby) stated that there shall be an interface for an external renderer, but Dolby challenges whether the interface for external is necessarily pass-through Mr. Huan-Yu Su (Huawei) clarified that S4-190305 contains one mistake, when drafting this contribution was meant to be from decoder to external renderer but other colleagues define pass-through as a decoder format. 
Mr. Markus Multrus (Fraunhofer) stated that Fraunhofer is not against the fact that a solution has rendering capability, but the text would mandate a block from proponent companies which may be too much. Mr. Andre Schevciw (Qualcomm) had issues with the wording “mandatory” for the renderer, and he commented that a common renderer could be used as in VRStream. Mr. Stefan Bruhn (Dolby) stated that this does not meet the requirement to provide a renderer specification and all candidates would not be forced to do the same. 
The requirements on renderer from the IVAS WID were discussed. The terms “built-in” and “integrated” and “rendering capability” were proposed.
Mr. Stefan Doehla (Fraunhofer) stated that it is up to candidate to define or not a block for rendering, he suggested to change “render” to “rendering”. Mr. Stefan Bruhn (Dolby) stated that there is a codec and renderer, and the internal interface is up to codec proponents. 
The EVS SWG Chairman invited to define “rendering”. Mr. Stéphane Ragot (Orange) stated that this definition is up to candidates.
Mr. Stéphane Ragot (Orange) requested to keep the statement on the performance requirements on external renderer, otherwise an external renderer could be a big risk for service quality.
The text was edited by bullets as follows:
· Candidates shall provide a renderer solution as part of the candidate solution
· The renderer will be specified in IVAS series
· Candidates shall specify an interface to external renderer
· PRs on external renderers for IVAS shall be defined
Mr. Lasse Laaksonen (Nokia) stated that candidates will specify their own interface, but it may not be the only interface, and he stated that the idea of pass-through mode is some kind of interface to external renderer. Mr. Markus Multrus (Fraunhofer) stated that it makes sense to define an interface if SA4 decides not to test external renderers.
Mr. Stéphane Ragot (Orange) stated that an operator may not deploy IVAS if one cannot guarantee the quality of renderers therefore the performance requirements are important and this may be for the ATIAS WI to consider.
Mr. Stefan Doehla (Fraunhofer) stated that the incentive to have a good external interface may be low, and pass-through has the property that it gives the input signal and leaves the renderer to do the best job.
Mr. Lasse Laaksonen (Nokia) as not happy to see proponent companies to specify an interface with external renderers and he stated that there should not be only the pass-through mode which is a high-quality requirement about testing. He stated that candidates can provide further interfaces.
Mr. Andre Schevciw (Qualcomm) stated that performance requirements on external renderers may be possible until IVAS is available. Mr. Stéphane Ragot (Orange) recalled that the same situation occurred for EVS and people had to get in the verification phase to get the codec in advance and define acoustic requirements and test methods until the codec available was available.
Mr. Lasse Laaksonen (Nokia) stated that each candidate should be allowed to provide an interface and there should also be a pass-through interface. Mr. Markus Multrus (Fraunhofer) suggested listing the list of interfaces(s) to renderer in sub bullets. Mr. Markus Multrus (Fraunhofer) commented that interfaces should not be done by candidates but specified by 3GPP.
Mr. Stefan Bruhn (Dolby) state that candidates provide draft specifications.
Mr. Stéphane Ragot (Orange) stated that this is similar to the RTP payload format which is also a kind of interface, and where candidates may define various modes.
Mr. Tomas Toftgard (Ericsson) asked how one could define performance requirements.
Mr. Andre Schevciw (Qualcomm) stated that the text may exclude to have a common renderer for testing, and he requested more time to consider the proposal.
Mr. Stéphane Ragot (Orange) commented that there is no interface to external renderer required in the WID, so this external interface would create something new.
Mr. Tomas Toftgard (Ericsson) stated that if the common interface is specified, he did not think it would be part of candidate solutions. He recalled the discussion about pass-through. Mr. Stefan Bruhn (Dolby) stated that pass-through is not endorsed in the WID.
Mr. Eyal Shlomot (Huawei) stated that the work could be done without external renderer and external renderers could be later considered. Mr. Tomas Toftgard (Ericsson) stated that there was no proposal for testing without pass-through and more discussion is needed. He stated that the text cannot be agreed unless it is clear how to test.
The EVS SWG Chairman displayed an updated text:
· Proponents shall provide a renderer solution as part of their IVAS candidate 
· The renderer will be specified in IVAS series
· Candidates shall provide interface specification to external renderer; requirements on the interface are TBD
· PRs on external renderers for IVAS shall be defined
The EVS SWG Chairman asked if the first two bullet could be agreed. Answer: yes. The EVS SWG Chairman concluded that the other two bullets are for further discussion.
Conclusion:
S4-190305 was noted. The following text was agreed:
· The Proponents shall provide a renderer solution as part of their IVAS candidate 
· The renderer will be specified in IVAS series


Mr. Markus Multrus presented S4-190413 On Output Formats, from Fraunhofer IIS
Comments / questions: 
Mr. Stefan Bruhn (Dolby) stated that the proposal “All channel-based encoder input formats shall be included.” Is in line with Dolby’s proposal. He commented that the note does not belong to design constraints. He suggested covering such kind of things when discussing testing. Mr. Markus Multrus (Fraunhofer) indicated that there could be convergence. The conclusion about S4-190388 was recalled.
Mr. Stefan Bruhn (Dolby) requested more time to consider the proposals when it talks about the channel-based part of the mixed scene.
Mr. Stéphane Ragot (Orange) asked if upmixing would be covered in the proposal. Mr. Markus Multrus (Fraunhofer) stated that this was not the case.
Mr. Tomas Toftgard (Ericsson) asked to clarify for the mixed content if there is a reference playback on this configuration. Mr. Markus Multrus (Fraunhofer) confirmed that this would be for the reference signal.
Conclusion:
S4-190413 was noted. It was agreed to insert in square brackets the sentence “All channel-based encoder input formats shall be included.” in IVAS-4.


Mr. Juan Torres presented S4-190390 On IVAS enabled 6DOF VR Conferencing and Related Codec Design Constraints, from Dolby Laboratories, Inc.
Metadata framework
Comments / questions: 
Mr. Andre Schevciw (Qualcomm) asked what is meant by audio elements.
Mr. Stefan Bruhn (Dolby) stated that the idea was to leave design freedom, and this may be up to each candidate, and a simplistic implementation could just define a mono object and corresponding position and orientation. He was open to discuss further how the actual content should look like, to have the possibility to capture the 6DoF use case. He stated that it becomes a matter of proper support in renderer and defining metadata, He did not think the core codec has to be impacted by 6DoF. He stated that audio elements may be specified as objects.
Mr. Milan Jelinek (VoiceAge) commented that the term “audio element”  may refer to places that interfered with sound, and he invited to check the terminology. He asked if 6DoF support would be tested if this has no codec impact.
Mr. Stefan Bruhn (Dolby) stated that the IVAS WID requires to deliver a renderer and one could expect that 6DOF functionality has to be tested with regards to what the renderer is doing, and this could be addressed in selection or characterization. He stated that it is important to give also a message to the industry that the IVAS codec works in a 6DOF framework. He also proposed to add the use case description in IVAS-9.
Mr. Milan Jelinek (VoiceAge) stated that this may not be tested in selection but it would be a functionality requirement.
Mr. Tomas Toftgard (Ericsson) preferred to say “objects” instead of “audio elements”. He also requested to clarify the “receiving end point” and he asked if the first bullet suggests associating each object with metadata. Mr. Stefan Bruhn (Dolby) stated that there is the possibility to transmit in the other direction and in a conference scenario each participant may have a mono capture and there would be the transmission of the position to the receiving end, and positions have to go to the receiving end point for proper rendering. Mr. Tomas Toftgard (Ericsson) stated that this is already included in the second bullet and it can be simplified. Mr. Stefan Bruhn (Dolby) clarified that the 2 bullets can be combined, the first bullet is to say what is position, the second bullet is to connect the position with the object.
Mr. Lasse Laaksonen (Nokia) suggested simplifying the text, he did not understand how the position is of any interest in IVAS. Mr. Stefan Bruhn (Dolby) was very open to work on this proposal offline and he stated that it is more important to come to a general understanding of 6DOF support in IVAS. He proposed to put all the text in square brackets and work on a concise formulation.
Mr. Markus Multrus (Fraunhofer) stated that Fraunhofer also participates in MPEG, where MPEG-H is available and provides 3DOF and MPEG-I has slow progress while SA4 not even having an 3DOF codec. Mr. Stefan Bruhn (Dolby) disagreed with this comparison and stated that MPEG-I is a huge undertaking and it is for 6DOF media distribution which is a different thing for this use case.
Mr. Andre Schevciw (Qualcomm) stated that one needs to check memory, complexity, bandwidth for metadata before accepting such a proposal.
Mr. Stefan Bruhn (Dolby) stated that he was open to offline discussions. He recalled that Dolby had initial proposals on complexity, there was never any other input on complexity, and currently the complexity of complete system is unclear. He commented that 6DOF based on mono objects is a tiny feature, that could be done with EVS and a corresponding renderer. He stated that regarding complexity there would most likely be more severe other issues. Mr. Andre Schevciw (Qualcomm) stated that this is a corner use case and he wanted to see how much it increases the overall task.
Mr. Tomas Toftgard (Ericsson) stated that the rendering of objects in 6DOF is similar to rendering  in 3DOF, where objects move around from the point of view of the listener and one can limit the scope of 6DOF to something that is not advanced.
The EVS SWG Chairman summarized that there was opposition, hesitation and support from different parties and he suggested noting the proposal on design constraints. He invited comments on the use case description.
Mr. Stefan Bruhn (Dolby) clarified that this has been presented in FS_XR5G and in a telco. He proposed to insert this use case in square brackets into IVAS-9. He emphasized the need to capture the VR conferencing or VR meeting use case from the VR TR, and if there is some conclusion that IVAS should not support 6DOF, it would not put it in the IVAS TR.
Mr. Markus Multrus (Fraunhofer) and Mr. Stefan Doehla (Fraunhofer) were against inserting this use case in IVAS-9 and they noted that it is discussed in FS_XR5G and this contains boxes on requirements QoS/QoE or potential standardization needs that Fraunhofer does not want to see in design constraints. Mr. Juan Torres (Dolby) suggested including the use cases with some boxes, in brackets.
Mr. Stefan Bruhn (Dolby) asked if Fraunhofer would rule out 6DOF in IVAS. Mr. Stefan Doehla (Fraunhofer) did not want to see a dependency with a need to standardize this use case, and he noted that design constraints are not finalized. He wanted to separate the discussion of use cases and design constraints. Mr. Markus Multrus (Fraunhofer) stated that the decision on 6DOF is up to the group. Mr. Stefan Doehla (Fraunhofer) stated that the risk is that IVAS codec will not be ready on time.
Mr. Tomas Toftgard (Ericsson) stated the use case does not define requirements on IVAS, but it is useful to describe what is required to enable this use case.
Mr. Markus Multrus (Fraunhofer) stated that Fraunhofer also participates in MPEG, where MPEG-H is available and provides 3DOF and MPEG-I has slow progress while SA4 having no 3DOF codec. Mr. Stefan Bruhn (Dolby) disagreed with this comparison and stated that MPEG-I is a huge undertaking and it is for 6DOF media distribution which is a different thing for this use case.
Mr. Hiroyuki Ehara (Panasonic) commented that when it was created it was clarified that IVAS-9 should not affect discussion progress of other P-docs and there should be no dependency on IVAS-9 and design constraints. He stated that there seemed to be some impacts. He noted that the EVS SWG was starting to agree on IVAS-9 for the basis of further discussion of IVAS-3 or IVAS-4. 
Mr. Stefan Bruhn (Dolby) stated that IVAS should be relevant for the market, and the TR should show the industry how the codec could enable the various use cases to trigger interest in the work. Mr. Lasse Laaksonen (Nokia) supported this view and he stated that the codec should be  relevant for the industry, and this can be achieved when discussing requirements. He added that it is different from IVA-9 which is a collection of use cases. He emphasized that there are two parts: design constraints and use cases.
Mr. Andre Schevciw (Qualcomm) asked how 6DOF support would be tested and if there would be any compliance to the existence of metadata. Mr. Stefan Bruhn (Dolby) stated that a renderer will be standardized and the functionality of 6DOF metadata would have to be verified in some way. Mr. Andre Schevciw (Qualcomm) asked if this would be subjective. Mr. Stefan Bruhn (Dolby) stated that this would not be part of a codec selection.
The EVS SWG Chairman concluded that the Dolby was invited to bring a new contribution for future telcos and there was no action on IVAS-9.
Conclusion:
S4-190390 was noted.


Mr. Stefan Bruhn presented S4-190386 General Considerations on MASA, from Dolby Laboratories, Inc.
Comments / questions: 
Mr. Lasse Laaksonen (Nokia) stated that for audio format definitions one could have a step by step approach to define MASA. He noted that such stepwise proposal did not lead to any agreement except for the agreement documented in Kochi. He stated that it may be feasible to develop a common analysis and synthesis code base, and this may be beneficial for IVAS standardization and it would be a fair and transparent way to develop the codec. He stated that the IVAS WI will consider reference rendering and pass-through mode, and one need to progress the MASA definition and some understanding of other aspects. He did not want to define a time line with a final stage whether SA4 adopts MASA or not. He stated that performance requirements need to be developed and based on the current project plan there needs some flexibility. He stated that there is also the idea of verification of format proposals and these fundamental parts of the formats (mono,  stereo, …), and Nokia has provided results on stereo-based MASA. He stated that similar type of evidence could be provided based on a mono based approach, and it would take one or two weeks of hard work. He stated that there was such a request Nokia could accommodate that, then he was not sure that there was any interest to provide such example and verification for some other parts, like ambisonic based MASA. He welcomed volunteers for that one. He stated that there are some multimicrophone devices in the market but it may not be easy to get microphone signals to develop a reference system. He also commented on the validity of the MASA channels without spatial metadata. He stated that a valuable feature of format is that one can encode directly mono or stereo signals.
Mr. Stefan Bruhn (Dolby) commented on the request for further experimental evidence and crosschecks. He invited to provide a description of single MASA channel, which might be a central element if the input format is adopted. He stated that other parties may be interested in doing the crosscheck and this is related to the availability of draft specifications or source code that could be available. 
Mr. Lasse Laaksonen (Nokia) stated that if the request to provide mono-based MASA helps to reach agreement on the format, this could provide justification. He stated that this would be possible if it removes objections on the format, so that it can be a constructive way forward and he expected that the outcome would not be “nice results, noted”. He stated that this request is to progress work and move forward. He commented on the availability of an example solution and he suggested offline discussions.
Mr. Markus Multrus (Fraunhofer) stated that the decision of MASA should be based on two things: test results  and the implication to use cases. Mr. Stefan Bruhn (Dolby) stated that this should apply to all proposals. Mr. Lasse Laaksonen (Nokia) asked to clarify what was the use case. Mr. Markus Multrus (Fraunhofer) stated that corner use cases should be avoided and there should be no automatism on decisions. 
Mr. Stéphane Ragot (Orange) recalled that Orange had also brought reservations on MASA and he stated that in addition to considerations in S4-190386 the availability of MASA test signals and related test methodologies should also be addressed. He stated that Orange would be also interested in doing a crosscheck for mono part.
Conclusion:
S4-190386 was noted.

Mr. Stefan Bruhn presented S4-190387 Suggested Updates to MASA, from Dolby Laboratories, Inc.
Comments / questions: 
Mr. Lasse Laaksonen (Nokia) commented that it is difficult to understand the proposal and see how it fits in the previous proposals. He stated that an algorithmic description and code related to some functionality are missing and this issue was discussed over the MASA format in general with S4-190386. He requested to provide some description for use of these parameters and to clarify if they are required for synthesis at the decoder and he stated that this would be necessary to agree on the proposal. He explained that offline discussions identified a good opportunity for convergence, and this input is appreciated. He suggested working forward with this proposal and stated that some clarification might be useful.
Mr. Stefan Bruhn (Dolby) stated that comments in S4-190386 also apply also on this proposal and one has to provide some evidence and the possibility for others to check the proposal.
The EVS SWG Chairman concluded that offline discussion is encouraged further.
Conclusion:
S4-190387 was noted.


Mr. Lasse Laaksonen presented S4-190394 Experimental results for MASA TF resolution selection, from Nokia Corporation
Comments / questions: 
Mr. Stéphane Ragot (Orange) welcomed such a technical input with results. He stated that the proposal seemed to assume that SA4 has already a baseline IVAS codec and this contribution was a kind of core experiment. He stated that it is hard to decide on the proposal because at minimum there should be crosschecks of items and results, and there is no baseline defined in SA4. He asked if the conclusion would change if there were for instance more subjects.
Mr. Lasse Laaksonen (Nokia) commented on the significant differences in test results, he referred to the statistical analysis and he noted that adding more listeners would affect results. He stated that based on the results sufficient quality is maintained and it removes from Nokia side the concern whether this bandwidth limitation in lower frequencies is problematic. He stated that for crosschecking, the experiments were based on a modified version of the example software and Nokia could provide the modified code to those who have the example software.
Mr. Stefan Bruhn (Dolby) stated that it is difficult to understand this proposal in full extent, without access to the example software. He commented that the tendency to have superior quality may be depend on the test material or listeners, and it would be good to crosscheck these results. He stated that it seemed the green condition seemed to be superior and he felt that unless there is a severe hit of complexity, one should rather go for the green solution. He asked to elaborate on the complexity hit. He stated that the MASA preprocessing with the actual calculation of MASA parameters would be outside the IVAS codec. He asked to clarify the difference between using the CLDFB compared to Bark bands to know the price.
Mr. Lasse Laaksonen (Nokia) stated that going with some frequency resolution that does not correspond to CLDFB requires a secondary filterbank in the IVAS codec. He commented that the additional complexity is brought by this filterbank but he had no numbers and stated that an estimate may be taken from the complexity of CLDFB. He commented that the codec should be streamlined to reduce complexity to make implementation attractive. He commented when going for extreme quality of model close into transparency one could go with Bark bands, and one would have to see the degradation from coding and what is the complexity. He noted that when CLDFB is used the complexity is 0. He stated that for capture one can do whatever one wants, here he proposal is discussing the interface with the IVAS codec.
Mr. Stefan Bruhn (Dolby) requested some kind of block diagram to understand more the kind of processing envisioned in the IVAS codec.  Mr. Lasse Laaksonen (Nokia) did not want to impose a processing chain or diagram on anyone, to allow keeping waveform coding and metadata coding separate if proponents want. He stated that CLDFB is already part of EVS and proponent companies were free to combine the waveform coding and metadata coding.
The EVS SWG Chairman asked if the lack of access to C code was a legal issue. Mr. Stefan Bruhn (Dolby) stated that the request is to make the code openly available in 3GPP. He stated that there could be a lot of value in MASA but one needs a fair possibility to verify the proposals without legal issues. Mr. Lasse Laaksonen (Nokia) stated that Nokia is open to work out some type of common analysis, synthesis.
The EVS SWG Chairman asked views on the proposal to include CLDFB which could be in design constraints with a note that further crosschecking or verification is conducted. He stated that this proposal would be fair based on the results provided by Nokia. He stated that the work is contribution driven and everyone is invited to provide a crosscheck.
Mr. Stéphane Ragot (Orange) was not sure that the group could do much with this proposal.
Mr. Stefan Bruhn (Dolby) requested the possibility to crosscheck, which was not possible for Dolby. He commented on complexity savings, he wanted to see the price if one goes for the Bark 24 solution.
Mr. Tomas Toftgard (Ericsson) encouraged to provide the software for crosschecking. Mr. Markus Multrus (Fraunhofer) stated that audio files should be enough.
Mr. Stéphane Ragot (Orange) asked to describe which test items were used. Mr. Lasse Laaksonen (Nokia) clarified that all items were eigenmike recordings processed based on the MATLAB example software package. He pointed to the list of items. He clarified that the  listening test processing is based on modified software. He commented that the legal department states the rules, in terms of providing some common implementation, it would require time and development work, and require understanding of what is being implemented. He stated that code can be made available under terms of licensing package terms
Mr. Stefan Bruhn (Dolby) did not  understand legal problems. He stated that IVAS will be specified, and terminal manufacturers would have to implement it. Mr. Lasse Laaksonen (Nokia) stated that the software package with a MATLAB implementation has been created under certain incensing terms.
He stated that a potential common system may be developed in C, and there were examples of common software tools in EVS, but that software does not exist today. He stated that when it comes to the processing block on handset or other devices, manufacturers may can come to Nokia or other companies in this room or develop it themselves, but the actual format is being discussed here, and there are examples on parameters. He stated that a skilled team can develop solutions with varying quality.
Mr. Stefan Bruhn (Dolby) stated that Nokia would release the necessary MASA implementation if the winning candidate is from Nokia. He commented that somebody else may provide a winning candidate not connected to Nokia, and he asked if the winning party would provide a specification as expected. Mr. Lasse Laaksonen (Nokia) stated that this is part of IVAS, where the format is specified and the capture and rendering could be manufacturer specific.
The EVS SWG Chairman invited further offline discussions.
Mr. Stéphane Ragot (Orange) stated that the proposal seemed to modify the metadata from Kochi, but MASA is not yet in design constraints, and he did not understand the proposal which was difficult to follow.
Mr. Markus Multrus (Fraunhofer) stated that the MASA feature needs metadata, and this metadata is frequency band related, and one need to define frequency bands. He was not sure what was the best process for that.
Conclusion:
S4-190394 was noted.

Mr. Lasse Laaksonen presented S4-190395 Proposal for IVAS MASA Channel audio format parameter, from Nokia Corporation
Comments / questions: 
Mr. Tomas Toftgard (Ericsson) asked to clarify the “mono (mixed)” term. Mr. Lasse Laaksonen (Nokia) stated that this is a combination that allows both use cases described here, and you would have mono + stereo and audio focus or whatever else that requires some balance adjustment. He stated that it is not an object but something that is spatially represented.
Mr. Stefan Bruhn (Dolby) stated that the use case description covers advanced use cases like beamforming, and this is in line with how Dolby sees how MASA could be used. He stated that the document provides various downmix options, and one should make sure all of them are well understood. He stated that it is difficult to understand various parameters and their impacts, so it is a bit difficult to agree on all of this proposal. He requested to have the possibility to check this further. He stated that more experimental evidence that all elements really make sense is required.
Mr. Lasse Laaksonen (Nokia) invited offline discussions. 
Mr. Stéphane Ragot (Orange) stated that this MASA description is complex and is becoming already a kind of IVAS candidate codec by itself, and the only missing parts are the coding of transport channels and metadata. He stated that Nokia is not pushing hard for 3-4 channels and did not provide justifications and he had reservations of the FOA-based parametric part. He noted that there is some overlap with HTF and HOA. He wondered if other parts than mono / stereo are needed.
Mr. Lasse Laaksonen (Nokia) was open to discuss optional features that could be considered, and he invited other views. He stated that if the preference is to keep things more simple, one could do something that prevents proponent companies from utilizing some optional features or removes the freedom to define further interfaces to the codec with a richer set of metadata.
He stated that Nokia’s preference is to discuss in transparent way to provide a solution that is ready. 
Mr. Stéphane Ragot (Orange) stated that it is a big burden for a candidate to implement all the proposal and MASA may be easier to handle if only essential part is needed.
Conclusion:
S4-190395 was noted.

The EVS SWG Chairman presented S4-190547 Availability of HTF example software, from Qualcomm Incorporated
Comments / questions:
It was clarified that the contact person is Mr. Nils Peters (Qualcomm).
Conclusion:
S4-190547 was noted.


The following four documents were not covered and the sources were invited to resubmit them for future meetings:
· S4-190391 How to Deal With Positional Information of Immersive Capture Devices?, from Dolby Laboratories, Inc. was not treated.
· S4-190389 On IVAS Default Renderer Output Format Performance, from Dolby Laboratories, Inc. was not treated.
· S4-190431 Proposals for IVAS performance requirements, from Orange was not treated
· S4-190424 Reference Conditions for IVAS Testing, from Fraunhofer IIS was not treated


The EVS SWG Chairman invited to about conference calls and the way to organize sessions.
Mr. Stéphane Ragot (Orange) stated that it is difficult to have parallel sessions to do the EVS SWG report, and he suggested telcos and premeetings as in the EVS time.
The EVS SWG Chairman stated that other people do not have this problem. He noted that a pre-meeting could not be organized in August 2019 because Mr. Milan Jelinek (VoiceAge) has already set the travelling details. Mr. Markus Multrus (Fraunhofer) stated that the group needs to go with parallel sessions and there is no one-man company. Mr. Stéphane Ragot (Orange) had concerns on fairness and commented that each company has its own policies. Mr. Markus Multrus (Fraunhofer) stated that it is unfair to delay things. Mr. Stefan Doehla (Fraunhofer) suggested increasing the headcount. Mr. Stéphane Ragot (Orange) stated that he situation was already clear.
The EVS SWG Chairman invited to consider a pre-meeting in October 2019 and request Samsung to accommodate such a pre-meeting in Korea. He concluded that it may not be possible to extend the delegation and there could be other options.
After some discussion, the following telcos on IVAS_Codec were agreed:
· May 6 15:00-17:00, host: Dolby - Deadline: May 3, 15:00
· June 13, 15:00-17:00 - Deadline: June 12, 15:00




6 Alt_FX_EVS (Alternative EVS implementation using updated fixed-point basic operators)
	
Mr. Milan Jelinek presented S4-190290 CR26952-009 Addition of the Worst-case complexity numbers to the Characterization Results of the Alternative Fixed-Point Implementation of EVS. Description of the configuration used to assess the complexity (Rel-16), from Cadence Design Systems Inc., VoiceAge Corporation
Comments / questions: 
The SA4 Secretary asked why this CR is cat. B. Mr. Milan Jelinek (VoiceAge) clarified that this category was used because of the addition of a table in the TR.
Conclusion:
S4-190290 was agreed. This Tdoc will go to A.I. 15.3.

Mr. Huan-Yu Su presented S4-19032 CR26445-0046 Correction and addition of reference to Alt_FX_EVS implementation (Rel-16), from Huawei Technologies Co. Ltd
Comments / questions: 
The SA4 Secretary commented that this will create the Rel-16 version (16.0.0). After checking the CR, he stated that this CR is fine.
Conclusion:
S4-190325 was agreed. This Tdoc will go to A.I. 15.3.

Mr. Stéphane Ragot presented S4-190428 Corrections to the Alt_FX_EVS source code, from Orange was withdrawn.
Mr. Stéphane Ragot (Orange) clarified S4-190428 was meant to be a draft CR but it was not yet available and it would not be submitted for agreement at this meeting but only for SA4#103. Mr. Milan Jelinek (VoiceAge) suggested sharing it with Cadence in advance


Mr. Milan Jelinek presented a draft version of S4-190548 Summary for work item “Alternative EVS implementation using updated fixed-point basic operators”, from VoiceAge Corporation
Comments / questions: 
Mr. Stefan Bruhn (Dolby) asked to clarify the figures of 35% or 18% MCPS reduction. Mr. Milan Jelinek (VoiceAge) explained that 35% is the gain for OOB implementations and 18% is the gain after hand optimization.
The EVS SWG Chairman suggested potential editorial changes.
The SA4 Secretary recalled that Rapporteur should be source and should request a Tdoc number for SA plenary and upload this Tdoc. He clarified that work item summaries are endorsed by blocks, they are not presented. He commented that this work item summary is already late because Alt_FX_EVS was already completed.
Conclusion:
S4-190548 was endorsed. This Tdoc will go to A.I.15.3.


7 EVS_FCNBE

Mr. Fabrice Plante presented S4-190404 EVS Float Conformance, from Intel, Fraunhofer IIS, Apple
Comments / questions: 
Mr. Imre Varga (Qualcomm) commented on the statement that POLQA software should be licensed and all databases should be downloaded. He stated that the POLQA version should be clarified, and results depend on which version POLQA is used. He noted that P.501 is available for ITU-T members, but POLQA is a bigger issue.
Mr. Fabrice Plante (Intel) clarified that POLQA v.2.4 is currently used and this should put it in the tool description. He commented that POLQA is used for other tests in 26.132 and people who want to do a floating-point implementation will have to have a license, but it would not be a big problem because POLQA is widely used in the industry. He guessed that if people want to use EVS they will have POLQA anyway.
Mr. Imre Varga (Qualcomm) commented on the verification of thresholds. He stated that P.501 consists of 8 sentences, with one single sentence pair per language. and this is what was used to determine the thresholds. He stated that this appears too limited database, and this could be ok for testing if someone wants to comply with 3GPP specifications. He had concerns with determining thresholds with 8 sentence pairs. He stated that results should be based on a wider database.
Mr. Fabrice Plante (Intel) commented that there are 3 thresholds and conformance is not just based on POLQA. He also clarified that there are 30 files. Mr. Stefan Doehla (Fraunhofer) clarified that there are 30 files extracted from P.501 Annex D and he could check how the sources came up with 30 files for POLQA testing. He also noted that P.501 is publicly available, not just to ITU-T members.
The EVS SWG Chairman asked to clarify what was used to determine thresholds, which is the biggest concern. Mr. Stefan Doehla (Fraunhofer) stated there are thresholds defined for P.501 sentences and the size is the same as a P.800 test. He added that any implementer would use the same files to verify the code and it does not make any sense to setup a threshold based on different files.
The EVS SWG Chairman noted that the compliance test is run on limited set of sentences, and he asked how thresholds were determined. He stated that one has to be sure to cover a large database. Mr. Stefan Doehla (Fraunhofer) stated that thresholds relate to the corpus used which has speech items and music items, with the same size as TS 26.444 for fixed-point, and the threshold for this particular corpus would apply to any implementer.
The EVS SWG Chairman asked how music is handled. Mr. Fabrice Plante (Intel)  explained that conformance has 3 different tests: encoder and decoder tests include both speech and music in the same way as TS 26.444 to ensure that there is enough coverage. He added that the sources proposed to use the MOS-LQO test using 30 files, which is a quite extensive test. He stated that in terms of music is dealt with test vectors from TS 26.444.
The EVS SWG Chairman asked if the proposal is just for certain compilers. Mr. Fabrice Plante (Intel) clarified that encoder and decoder tests are run based on all test vectors in TS 26.444 like for fixed-point and then on top of it, to avoid creating a bad implementation one adds the MOS-LQO test. He added that for floating-point conformance, one tests more test vectors than the test vectors in TS 26.444 for fixed-point.
Mr. Stéphane Ragot (Orange) asked how it is foreseen to check code changes and whether the proposed conformance procedure is fully available. Mr. Fabrice Plante (Intel) stated that this was asked by companies, and all tools are available, some of them are available on a server hosted by Fraunhofer. Mr. Stefan Doehla (Fraunhofer) stated that 3GPP members are invited to have access to the svn server and if some implementations are available Fraunhofer can run the test. 
[bookmark: _GoBack]Mr. Tomas Toftgard (Ericsson) commented on POLQA values, where the maximum is quite higher than the average. He noted that some issues were fixed and he asked if the sources are planning to fix more issues to improve the code further. Mr. Fabrice Plante (Intel) clarified that the sources are still looking to make the code better and some places for improvement were identified and the impact was under study. He explained that outliers were based on the C80 version, since then there were quite few updates. He commented that the process to update the code is the same as fixed-point, if someone found a test vector that failed or behaved differently, the code can be changed. Mr. Stefan Doehla (Fraunhofer) invited implementers and parties that contributed to EVS to see if one can improve the code. He commented that the code was improved already, but there is room for improvement.
Mr. Tomas Toftgard (Ericsson) commented on using a bigger database, he asked if the maximum values vary when using a bigger set of items or not, or if one has a lower threshold than with a bigger database. Mr. Stefan Doehla (Fraunhofer) recalled that the size of database was discussed during the study phase and this depends on the test (decoder, encoder or interop test). He added that for the interop test there are couples of thousands of seconds (16 hours of audio). He asked if Ericsson suggested a different size. Mr. Tomas Toftgard (Ericsson) clarified that this was not the case.
Mr. Stefan Bruhn (Dolby) asked what is reason to have just speech. Mr. Fabrice Plante (Intel) clarified that the test is based on POLQA, and the restriction is to comply. He recalled that all other test cases use test vectors in TS 26.444.
The EVS SWG Chairman commented that, as said in the TR phase, music testing is needed. He noted that delta POLQA cannot handle music but he stated that a different method is needed. Mr. Fabrice Plante (Intel) explained that music items in TS 26.444 are used in encoder and decoder tests. Mr. Markus Multrus (Fraunhofer) stated that music is tested for encoder and decoder tests, POLQA test is to ensure interop, for this test music is not tested and the sources think that one has good coverage.
The EVS SWG Chairman commented on figure X.4 where the reference signal is produced by the float encoder and decoder, and he asked if the fixed-point encoder and decoder should not be used here. Mr. Fabrice Plante (Intel) explained that this is correct because this is the encoder test and one compares the float implementation vs the reference (float). Mr. Markus Multrus (Fraunhofer) commented on potential differences of loudness.
Mr. Ethan Duni (Apple) commented on thresholds, he clarified that a number of tests were processed on several platforms and compilers, and this was consistent across platforms, which is extra robustness and it does not reflect a particular database. He confirmed that it showed similar  trends and thresholds. He emphasized that this does represent lots of data from independent tests and they are quite reliable.
Mr. Tomas Toftgard (Ericsson) noted that an editorial aspect in the annex (first sentence ‘bit-exactness’).
The EVS SWG Chairman asked if this contribution could be noted. Mr. Fabrice Plante (Intel) requested to check the view of the group on the proposed draft CR that has a lot of text. He stated that this could be simplified given that all tools will be provided. He explained that the problem is that one cannot refer to the TR but one can wonder if all details necessary. Mr. Stefan Doehla (Fraunhofer) commented that this Tdoc is in the form of a draft CR to be progressed over time and to see what are the open issues for the finalization of the work item. He invited to see what is missing to address those issues.
The EVS SWG Chairman summarized that commented were collected comments and he did not see the need to repeat the discussion. Mr. Stefan Doehla (Fraunhofer) stated that another draft CR may be needed, but the general structure seemed OK.
The EVS SWG Chairman concluded that the draft CR would be the basis for future revisions.
Conclusion:
S4-190404 was noted.


Mr. Fabrice Plante presented S4-190542 EVS_FCNBE Timeplan v0.2, from Intel (Rapporteur) 
Comments / questions:
A telco is proposed on May 28, 2019 (17:00-19:00 CEST), which does not work for all delegates. The date and timing were further discussed. 
Monday May 20, 2019 (17:00-19:00 CEST) was proposed and agreed. The following deadline for submission: Friday May 17, 17:00 CEST.
Conclusion:
S4-190542 (v0.2) was revised to S4-190546 (v0.3).
The following EVS SWG telco on EVS_FCNBE was agreed:
Monday May 20, 2019 (17:00-19:00 CEST) - deadline for submission: Friday May 17, 17:00 CEST.

S4-190546 EVS_FCNBE Timeplan v0.3, from Intel (Rapporteur) was agreed. This Tdoc will go to A.I. 15.10.



8 New Work / New Work Items and Study Items

No Tdoc in this A.I.

9 Any Other business

It was mentioned that the acronym “IVAS” was already used for other applications. 


10 [bookmark: _Toc233381534][bookmark: _Toc233381591]Close of the session: April 11, 13:00 (local time)
[bookmark: _Toc233381535][bookmark: _Toc233381592]The EVS SWG Chairman closed the meeting. 
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	S4-190395
	Proposal for IVAS MASA Channel audio format parameter
	Nokia Corporation
	7.5
	
	Noted
	

	S4-190396
	Examples of object-based audio control metadata for IVAS
	Nokia Corporation
	7.5
	
	Noted
	

	S4-190403
	IVAS Usage Scenarios (IVAS-9) - Initial Version
	Nokia Corporation (Editor)
	7.5
	S4-190541
	Revised
	

	S4-190404
	EVS Float Conformance
	Intel, Fraunhofer IIS, Apple
	7.7
	
	Noted
	

	S4-190408
	On EVS Adaptive DTX Mode
	Qualcomm Austria RFFE GmbH
	7.3
	
	Noted (in the joint EVS/MTSI SWG)
	

	S4-190410
	Proposed Definition of Binaural Audio
	Fraunhofer IIS
	7.5
	
	Noted
	

	S4-190411
	Considerations on object-based audio metadata for IVAS
	Fraunhofer IIS
	7.5
	
	Noted
	

	S4-190413
	On Output Formats
	Fraunhofer IIS
	7.5
	
	Noted
	

	S4-190414
	Pass-through Operation and External Rendering Interface
	Fraunhofer IIS
	7.5
	
	Noted
	

	S4-190415
	IVAS High-Level Codec Elements and Definitions
	Fraunhofer IIS
	7.5
	
	Noted
	

	S4-190416
	On the Importance of the Reference for IVAS Testing
	Fraunhofer IIS
	7.5
	
	Noted
	

	S4-190424
	Reference Conditions for IVAS Testing
	Fraunhofer IIS
	7.5
	
	Not treated
	

	S4-190428
	Draft CR to TS 26.452 Corrections to the Alt_FX_EVS source code (Release 16)
	Orange
	7.6
	
	Withdrawn
	

	S4-190430
	On IVAS pass-through mode and input-output format combinations
	Orange
	7.5
	
	Noted
	

	S4-190431
	Proposals for IVAS performance requirements
	Orange
	7.5
	
	Not treated
	

	S4-190542
	EVS_FCNBE Timeplan v0.2
	Intel (rapporteur)
	7.7
	S4-190546
	Revised
	

	S4-190547
	Availability of HTF example software
	Qualcomm Incorporated
	7.5
	
	Noted
	



B.4 Documents forwarded to SA4 plenary (not seen in EVS SWG)
	Tdoc number
	Title
	Source
	SWG A.I.
	Replaced by
	SWG Status
	SA4 A.I. for Tdocs presented at SA4 plenary

	S4-190450
	IVAS-4 Design Constraints v0.0.10
	Editor (Huawei Technologies France)
	7.5, 16.1
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