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1 Introduction

This document is an update of S4-190532, addressing comments made to use cases 15, 16, 17.
It is proposed to agree the listed use case for inclusion in the TR on XR5G.
2 Use Case 15:
AR animated avatar calls

2.2 Proposed Updates

	Use Case Name (from S4-190115)

	AR animated avatar call

	Description

	This use case describes a call scenario with one user waring AR glasses and the other user using a legacy UE in handset mode. The legacy user has additional controls, allowing an improved experience by the AR glasses user, including control over the animations of the legacy user’s avatar.
A potential user experience is described as a user story:

Tina is wearing AR glasses while walking around in the city. She receives an incoming call by Alice, who is using her phone, and who is displayed as an overlay (“head-up display”) on Tina’s AR glasses. Alice doesn’t have a camera facing at her, therefore a recorded 3D image of her is sent to Tina as the call is initiated. The 3D image Alice sent can be animated, following Alice’s actions, but as she doesn’t have a camera and only uses her smartphone in handset mode. As Alice holds the phone in her hand in handset mode and as she moves her head, actions for the 3D image are transmitted to Tina, giving Tina the impression that Alice is attentive.
NOTE: An option for this use case is a ‘mute animations control’. Note that Alice didn’t press the ‘mute animations’ button that would have disabled all animations for Tina.
NOTE: As an alternative to a personal image a generic avatar from a collection could be used. In the story, if Alice wouldn’t have had such a personal image, a generic avatar would have been sent to Tina instead of the 3D image.
As Tina’s AR glasses also include a pair of headphones, Alice’ mono audio is rendered binaurally at the position where she is displayed on Tina’s AR glasses. Tina also has interactivity settings, allowing to lock Alice’s position on her AR screen. Therefore, her visual and auditory appearance moves when Tina rotates her head. As Tina disables the position lock, the visual and auditory appearance of Alice is placed within Tina’s real world and thus Tina’s head rotation leads to compensation on the screen and audio appearance, requiring visual and binaural audio rendering taking the head tracker data of the AR glasses into account.

	

	Type: AR

Degrees of Freedom: 2D, 3DoF

Delivery: Conversational

Device: Phone, HMD, Glasses, headphones

	Preconditions

	AR participants: Phone with tethered AR glasses and headphones (with acoustic transparency).

Legacy participants: Phone with motion sensor.  

	Requirements and QoS/QoE Considerations

	QoS: QoS requirements like MTSI requirements (conversational, RTP), e.g. 5QI 1.

QoE: Immersive voice/audio and visual experience, Quality of the mixing of virtual objects (avatars) into real scenes and rendering an audio overlaid to the real acoustic environment. 

	Feasibility

	AR glasses in various form factors exist, including motion sensing and inside-out tracking. This allows locking of avatars and audio objects to the real world.
Smart phones typically come with built-in motion sensing, using a combination of gyroscopes, magnetometers and accelerometer. This allows extraction of the head’s rotation, when the phone is used in handset mode, which could be motion data sent to the other endpoint to animate/rotate the avatar/3D image.

	Potential Standardization Status and Needs

	Visual coding and transmission of avatars or cut-out heads, alpha channel coding

Transmission and potentially coding of motion data to show attentiveness


3 Use Case 16:
AR avatar multi-party calls

3.2 Proposed Updates

	Use Case Name  (from S4-190115)

	AR avatar multi-party call

	Description

	This use case is about group communication with spatial audio rendering, where avatars and audio of each participant are transmitted and spatially rendered in the direction according to their geolocation. Relevant devices for each participant are AR glasses with external or built-in head phones. Besides sending mono audio streams, each participant can also record and transmit 3D audio, allowing to share his audio experience with the others.
A potential user experience is described as a user story:
Bob, Jeff, and Frank are in Venice and walking around the old city sightseeing. They are all wearing AR glasses with a mobile connection via their smartphone. The AR glasses support audio spatialization, e.g. via binaural rendering and playback over the built-in headphones, allowing the real world to be augmented with visuals and audio.

They start a multi-party call, where each of them gets the other two friends displayed on his AR glasses and can hear the audio. While they walk around in the silent streets, they have a continuous voice call with the avatars displayed on their AR glasses, while also other information is displayed to direct them to the secret places of Venice. Each of them transmits his current location to his friends, and is placed on their AR glasses visually and acoustically (i.e. binaurally rendered) in the direction where he is. Thus, they all at least know the direction of the others. 
As Jeff wants to buy some ice cream, he switches to push-to-talk to not annoy his friends with all the interactions he has with the ice cream shop.

As Bob gets closer to Piazza San Marco the environment gets noisier with sitting and flying pigeons surrounding him. Bob turns on the “hear what I hear” feature to give them an impression on the fascinating environment, sending 3D audio of the scene to Frank and Jeff. As they got interested, they also want to experience the pigeons around them and walk through the city to the square. Each of the friends is still placed on the AR glasses visually and acoustically in the direction where the friend is, which makes it easy for them to find Piazza San Marco and for Frank to just walk across the square to Bob as he approaches him. Jeff, who still eats his ice cream is now also coming closer to Piazza San Marco and just walks directly to Bob and Jeff. As they get close to each other they are no longer rendered (avatars and audio), based on the positional information, and they simply chat with each other.

	

	Type: AR

Degrees of Freedom: 3DoF

Delivery: Conversational

Device: AR glasses, headphones

	Preconditions

	Connected AR glasses or phone with tethered AR glasses and headphones (with acoustic transparency).
Positioning support (e.g. using GNSS) to derive geolocation, allowing calculation of relative position.
3D audio capturing (e.g. using microphone arrays) and rendering.

	Requirements and QoS/QoE Considerations

	QoS: QoS requirements like MTSI requirements for voice/audio and avatars (conversational, RTP), e.g. 5QI 1 for audio.

QoE: Immersive voice/audio and visual experience, Quality of the capturing and rendering of avatars, the different participants and 3D audio. 

	Feasibility

	AR glasses in various form factors exist. Those usually include motion sensors, e.g. based on accelerometers, gyroscopes, and magnetometers, but also cameras are common, allowing inside-out tracking and augmentation of the real world.
3D audio capturing and rendering are available, e.g. using spherical or arbitrary microphone arrays for capturing and using binaural rendering technologies for audio spatialization.

	Potential Standardization Status and Needs

	Visual coding and transmission of avatars 

Audio coding and transmission of mono objects and 3D audio for streams from all participants
NOTE: scene composition is usually a differentiating factor 


4 Use Case 17:
Front-facing camera video multi-party calls

4.2 Proposed Updates

	Use Case Name  (from S4-190115)

	Front-facing camera video multi-party call

	Description

	This use case is based on front-facing camera calls, i.e. a user is having a video call, seeing the other participants on the display of e.g. a smart phone he holds at arm’s length. The use case has some overlap with UC 6 (AR face-to-face calls) and UC 10 (Real-time 3D Communication), extended by spatial audio rendering, giving a user the impression that the voice of the other participants originates from the direction of the phone with the video of the other’s faces.
A potential user experience is described as a user story:
Bob, Jeff, and Frank are back in New York City and each of them is walking to work. They just have their smart phones with a front-facing camera and a small headset, allowing the real world to be augmented with audio.

They start a multi-party video call to discuss the plans for the evening, where each of them gets the other two friends displayed on the phone and can hear the audio, coming from the direction on the horizontal plane where the phone is placed in their hand and some small spread to allow easy distinction. While they walk around in the streets of New York, they have a continuous voice call with their phones at arm’s length, with the, potentially cut-out, faces of their pals displayed on their phones. For Bob the acoustic front is always in the direction of his phone, thus the remote participants are always in the front. When Bob rotates his head though, the front-facing camera tracks this rotation and the spatial audio is binauralized using the head-tracking information, leaving the position of the other participants steady relative to the phone’s position. As Bob turns around a corner with the phone still at arm’s length for the video call using the front-facing camera, his friends remain steady relative to the phone’s position.

	

	Type: AR

Degrees of Freedom: 3DoF

Delivery: Conversational

Device: Smartphone with front-facing camera, headset

	Preconditions

	Phone with front-facing camera, motion sensors, and headset (more or less acoustically transparent). Motion sensors to compensate movement of the phone, front-facing camera to capture the video for the call and potentially track the head’s rotation.

	Requirements and QoS/QoE Considerations

	QoS: QoS requirements like MTSI requirements (conversational, RTP), e.g. 5GQI 1 and 2.

QoE: Immersive voice/audio and visual experience, Quality of the capturing, coding and rendering of the participant video (potentially cut out faces), Quality of the capturing, coding and rendering of the participant audio, including binaural rendering taking head tracking data into account.

	Feasibility

	Several multi-party video call applications using the front-facing camera exist, e.g. https://www.cnet.com/how-to/how-to-use-group-facetime-iphone-ipad-ios-12/ , https://faq.whatsapp.com/en/android/26000026/?category=5245237
Head tracking using cameras exists, e.g. https://xlabsgaze.com
Binaural rendering with head-tracking also exists (see also TS26.118)

	Potential Standardization Status and Needs

	Visual coding and transmission of video recorded by front-facing camera; potentially cut-out heads, alpha channel coding
Audio coding and transmission for streams from all participants
NOTE: scene composition is usually a differentiating factor


