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Executive Summary
The EVS SWG conference call #56 took place on Feb. 19, 2019, at 14:00 CET for about 2 hours, with a bridge/document sharing tool provided by Fraunhofer IIS. There were 21 participants and 11 input documents (including the agenda). All but two input documents were covered. It was proposed to replace the IVAS-4 Editor by Mr. Huan-Yu Su (Huawei) would be acting IVAS-4 Editor until formal agreement at SA4#103; he was tasked to collect proposed changes to IVAS-4 in a new working draft document. 

A follow-up call (EVS SWG conference call #57) took place on March 11, 2019 at 14:00 CET for 2 hours (same host: Fraunhofer IIS) to address two remaining inputs and edit IVAS design constraints (IVAS-4); no new inputs were allowed. There were also 21 participants. AHEVS-445 and AHEVS-446 were covered; despites extensive discussions on the definition of binaural audio, the editing session did not produce any new version of IVAS-4.
1 Opening of the session: Feb. 19, 14:03 CET / March 11, 14:00 CET
The EVS SWG Chairman, Mr. Imre Varga (Qualcomm), opened the EVS SWG teleconference call. Minutes were taken by the EVS SWG Secretary, Mr. Stéphane Ragot (Orange).
2 Approval of the agenda and registration/allocation of documents
The EVS SWG Chairman presented the agenda in AHEVS-440R1 (see Annex A of the present report). There was no comment. The agenda was agreed. 
3 Progress work on IVAS-4 Design Constraints
In telco#56, the EVS SWG Chairman asked how to progress IVAS-4.
Mr. Huan-Yu Su (Huawei) suggested a box-by-box approach in design constraints.
Mr. Stefan Bruhn (Dolby) noted that contributions are still divergent and he did not think that the group could easily agree on the boxes to be introduced; he stated that conference calls were limited in purpose and were meant to show positions prior to the next SA4 meeting, focusing on what is proposed, rather than trying to enforce an agreement which may be difficult and require online editing that is difficult in conference calls.
The EVS SWG Chairman invited to discuss contributions related to certain items and he noted that the group could collect positions, to make progress on design constraints.

Mr. Stéphane Ragot presented TD AHEVS-441 Proposals for IVAS design constraints, from Orange
Comments / questions:

The SA4 Secretary clarified that in every specification there is a subclause on definitions, and one should never put a definition in a note; he also stated that specifications often lack accuracy about definitions, and he invited to put some efforts on aspects of definitions in the proper specification.
Mr. Stefan Doehla (Fraunhofer) referred to AHEVS-448 and AHEVS-449 which deal with definitions. He commented on the proposal on interface to external rendering, which is also touched in AHEVS-449, and he asked why this is a requirement to an external renderer. Mr. Stéphane Ragot (Orange) clarified that the proposal is to have an API for an external renderer and he felt that there should be a design constraint on this aspect. Mr. Stefan Doehla (Fraunhofer) stated that this is more about the ATIAS work item and he was not sure this is something for the IVAS codec. Mr. Stéphane Ragot (Orange) clarified that the design constraints for IVAS would be to support an API but there would also be performance requirements on external renderers. Mr. Stefan Doehla (Fraunhofer) referred to AHEVS-449 and the stated that rendering to loudspeakers and headphones would be part of the IVAS codec, but external rendering could be different and not target either binaural or loudspeakers, but it could be proprietary. Mr. Stéphane Ragot (Orange) was not sure to understand the proposal of proprietary format. Mr. Stefan Doehla (Fraunhofer) suggested taking AHEVS-449 together with AHEVS-441.
The EVS SWG Chairman suggested that the Editor of IVAS-4 creates a working draft to include all inputs, marking this proposal is an Orange proposal. He asked if this could be done.
Mr. Huan-Yu Su (Huawei) stated that he would become the new editor, and he committed to update IVAS-4 to create a new box and add the proposed definition as well as other definitions, so that later on the group could discuss.
Mr. Markus Multrus (Fraunhofer) asked to clarify if the proposals on MASA should also be included in the working draft. Mr. Stéphane Ragot (Orange) clarified that the section about MASA was not meant for editing of IVAS-4.
Mr. Lasse Laaksonen (Nokia) stated that he was in the process of setting up a poll to interested parties to have some offline discussion on MASA metadata definitions, and this would mostly cover the aspects discussed in Bruges by Dolby and Nokia (S4-190100, S4-190120, S4-190121). He clarified that the tentative date would be in end February or mid March to leave some time for a follow-up before the SA4#103 meeting. He had an indication of who would like to participate, and he invited to contact him by email if there were people to join the discussion and who were not sure they got the indication. He asked Orange if the discussion on input generation and common synthesis/rendering in AHEVS-441 should also be covered. Mr. Stéphane Ragot (Orange) suggested including input generation and synthesis and rendering in offline discussions. Mr. Lasse Laaksonen (Nokia) commented that this could increase the number of companies interested, and he invited again interested companies to drop an email.
Mr. Stefan Bruhn (Dolby) assumed that Dolby was identified as an interested party, he supported having offline discussions, and he stated that the two points from Orange were fundamental. He added that offline discussion is good but, in the end, one would have a clear common understanding at SA4 level that MASA input generation must be done with generally agreed specifications and source code and same would apply for synthesis and rendering. He recalled that at SA4#102 it was clearly pointed out that reference systems have to be open, and this is also true for MASA.

Mr. Lasse Laaksonen (Nokia) confirmed that Dolby was included in the list of interested companies and he wondered if the proposal was to keep the discussion on reference systems separate. Mr. Stefan Bruhn (Dolby) stated that in the end one needs to have a broad consensus at SA4 level, and he expected the discussion to continue at SA4 level.
The EVS SWG Chairman encouraged to run offline discussions to make sure there are improvements on current understandings and to progress on design constraints. He proposed to include Orange proposals related to MASA in the draft working document. Mr. Stéphane Ragot (Orange) could agree with this, and he understood that this working document would be a different type of document to collect all proposals.
Mr. Tomas Toftgard (Ericsson) commented on the wording “IVAS renderer shall provide” and he suggested replacing it by “the IVAS decoder shall provide”. Mr. Stéphane Ragot (Orange) confirmed that this could be reworded. The EVS SWG Chairman noted that this could be edited later.
Conclusion:

TD AHEVS-441 was initially parked and later noted.
Mr. Tomas Toftgard presented TD AHEVS-442 IVAS audio formats and interfaces, from Ericsson LM
Comments / questions:

Mr. Stéphane Ragot (Orange) asked if the proposal was to decouple coding and rendering in a way to resampling for EVS. Mr. Tomas Toftgard (Ericsson) clarified that mono, stereo and multichannel would be always possible for rendering, and this would be a useful feature to have. He noted that it would be trickier to get a good quality in the downmix, but it is a useful feature to be able to upmix. He clarified that this would not mean to be able to test every case, but this would be a feature for the renderer.
Mr. Stéphane Ragot (Orange) commented that if bit rates can be listed in IVAS-3, they can equally be listed in IVAS-4; he recalled that Orange would prefer to list bit rates for given operation types in IVAS-4. Mr. Tomas Toftgard (Ericsson) stated that this was connected to what performance can be expected, and the idea was that 7.1 input might not be supported at the lowest bit rates but one could still provide another format.

Mr. Stéphane Ragot (Orange) asked if the proposal was to include Table 2 in IVAS-4. Mr. Tomas Toftgard (Ericsson) noted that for the rendered formats it would not be needed because all formats are filled and for non-rendered formats there are some options, so a table would be needed

Mr. Stéphane Ragot (Orange) asked how this would work for combinations of formats if the different types of inputs are lost in the coding process due to a limited internal representation. Mr. Tomas Toftgard (Ericsson) commented that one may make everything as scene-based audio but one would lose control on specific objects, he commented that to control an object one would have to specify that this object is handled in pass-through and the rest is mixed to something, and needs to provide it again for rendering.
Mr. Stefan Bruhn (Dolby) was concerned with the proposal that would introduce a lot of constraints. He commented that Table 2 is essentially a fully connected matrix and he wondered if this was really constrained. He preferred a minimalistic approach with real constraints on the architecture of the codec. He commented that if one wants to say that the IVAS can play out any kind of input that encoder may see in any playback configuration this is not a constraint and this could be covered in performance requirements. He did not see the need to put any constraint here into IVAS-4. Mr. Tomas Toftgard (Ericsson) stated that a requirement to have a feature is a kind of constraint on design. Mr. Stefan Bruhn (Dolby) invited more discussions, and he noted that there may be general agreement that a default renderer would support all playback configurations, which is more fundamental; he invited to discuss what to reflect in IVAS-4 or IVAS-3. He was not sure about the wording “renderer playback audio formats”, and he preferred the wording “playback configuration”. He stated that the user may use headphones or devices may be connected to a 5.1 loudspeaker system. He asked if this was the meaning of “renderer playback format”. Mr. Tomas Toftgard (Ericsson) confirmed that this is the configuration of the playback system and one needs the format of audio that fits in the playback system. Mr. Stefan Bruhn (Dolby) commented that this is steered by the playback system, and one could clarify the language to make sure that everybody has the same understanding. Mr. Tomas Toftgard (Ericsson) clarified that this is related to output formats, and the wording was changed to rendered output format. Mr. Stefan Bruhn (Dolby) commented that this language is not concise and could run into misunderstandings; he invited to work on concise language that can be understood even by someone that is not involved in the EVS SWG discussions.

The EVS SWG Chairman commented that one should have a text that can also be understood by others outside the group. He noted that descriptions to help understanding terms could be added and he stated that Table 2 could be part of such informational text. Mr. Stefan Doehla (Fraunhofer) agreed with this view and he referred to Fraunhofer inputs proposing to start a P-doc with terms and definitions that would be reused through the entire work of IVAS.
Mr. Stefan Bruhn (Dolby) commented on the 3rd paragraph of bullet 2, where it is stated that pass-through is a natural requirement for channel-based audio. He had still some problems with the pass-through mode and challenged that this is a requirement. He stated that it depends on the playout configuration, e.g. one could wonder, if the input audio is 7.1 but the playout configuration is 5.1, what is the natural mode. He preferred to be careful about what is natural or not. He commented on the idea of having control of individual objects fed into the system; he stated that one might run into trouble, assuming that the system relies on such kind of control on each object at high bit rate. He commented that this concept breaks for bandwidth limited modes and one does not know what happens to objects and one had to be sure that this is a feature that is needed. He stated that this can be implemented in a different way, and one way is to have another instance of IVAS responsible for just one object. He did not think that pass-though would be the only and best solution to realize control on this object rendering.
Mr. Tomas Toftgard (Ericsson) replied on the first point about the “natural” requirement for channel-based; he stated that the format is an important aspect for high bit rates when one wants to reach the quality of the input while for lower bit rates there might be other compromises not keeping the format. Mr. Stefan Bruhn (Dolby) stated that Dolby agrees on the fully populated matrix to create any kind of output configuration or playback configuration for any kind of input. He noted that when it comes to testing performance requirements it is possible to test exactly what happens with 5.1 content in the system and one may render in 5.1 fine, but he did not see the need to have this as a constraint to the codec. Mr. Tomas Toftgard (Ericsson) clarified that the proposal is to render to whatever configuration, and for the non-renderer case there would be a constraint. He agreed for channel-based that one may remove the pass-through operation, and he stated that at least for scene-based and object-based there are some use cases. Mr. Stefan Bruhn (Dolby) stated that more work is necessary to see if the proposal is agreeable or whether one could constrain less.
Mr. Tomas Toftgard (Ericsson) replied to the second remark for the control of objects, he stated that there would be benefits if the same codec instance is used because one can do it for any combination and it would be more efficient to handle also combinations in IVAS. Mr. Stefan Bruhn (Dolby) stated that there may be pros and cons but one would also need good motivation on that point, because this would really be a constraint and one would need to pay a price for this constraint. He wanted to understand what one gets from it and if other solutions might cause a lower price.
Mr. Stefan Bruhn (Dolby) further commented on bullet 3 on the concept of telling the encoder what would be the playback configuration; he supported the idea to avoid using bits on something that is not rendered, and he noted that the constraint is not on the interface but on the signaling capability from the decoder back to the encoder, to signal that configuration. He added that it is up to proponents to see whether the encoder uses this information or ignores it, and it’s a design choice. He agreed that there should this transmission channel to tell the encoder how the playback configuration looks like. Mr. Tomas Toftgard (Ericsson) agreed with this view and he clarified that the idea was to discuss this functionality, to see whether to have it or not, and it can be SDP or some other way, and the interface is not the best approach. 
Mr. Stefan Bruhn (Dolby) commented on bullet 5, and he agreed that that there would be an external renderer interface, and he referred to the discussion on a common interface needed for all format solutions. He referred to AHEVS-447. Mr. Tomas Toftgard (Ericsson) pointed to the Editor’s Note that states that the definition of interface is ffs, and he clarified that this does not say the interface is needed but one would have to define it if it is needed.

Mr. Andre Schevciw (Qualcomm) asked to clarify Dolby’s statement “needed by all format solutions”. Mr. Stefan Bruhn (Dolby) stated that this comes from VRsream, where a common interface format was discussed, and the idea was that several VRstream audio profiles may share a common external renderer interface. He added that in IVAS there would be only a single IVAS codec and it is sufficient if this winning candidate comes with a good external renderer interface which does not need to come with all candidates.
The EVS SWG Chairman asked Ericsson how to proceed and whether Table 1 should be taken from this input. Mr. Tomas Toftgard (Ericsson) clarified that the proposal is Table 1 and Table 2. The EVS SWG Chairman commented that Table 2 was not felt to be a design constraint. Mr. Tomas Toftgard (Ericsson) clarified that in Table 1 there is a reference to Table 2, and they must be kept together otherwise one needs to redefine text. The EVS SWG Chairman asked if the contribution should be reworked or kept as is. Mr. Tomas Toftgard (Ericsson) preferred to keep the proposal as it is. The EVS SWG Chairman asked if this non-agreed proposal could be included in the working draft document. Answer: yes.
Conclusion:

TD AHEVS-442 was noted. 

Mr. Huan-Yu Su presented TD AHEVS-443 IVAS-4 Design Constraints v.0.0.8s, from Editor
Comments / questions:

The EVS SWG Chairman asked if there were immediate reactions.

The SA4 Secretary stated that the proposal was fine and at next SA4 meeting one would formalize the change. Mr. Tomas Toftgard (Ericsson) noted that IVAS-1 need to be updated as well.
The EVS SWG Chairman concluded that the version of IVAS-4 will be used as a basis for editing purposes.
Conclusion:

TD AHEVS-443 was noted. The version of IVAS-4 in AHEVS-443 will be used for editing purposes.
Mr. Stefan Bruhn presented TD AHEVS-444 Definitions for IVAS Design Constraints (IVAS-4), from Dolby Laboratories, Inc.
Comments / questions:

Mr. Stefan Doehla (Fraunhofer) commented on the last box on the external renderer API, and he stated that the proposed text is a quite good explanation of what is expected and this is in line with how Fraunhofer would see things.
Mr. Stéphane Ragot (Orange) commented on the proposed wording “default renderer” and he asked why not simply say “IVAS renderer”; he commented that “default” might weaken the renderer solution. Mr. Stefan Bruhn (Dolby) had no strong view on the wording as long as it is also clear for a third person not involved in discussions, he stated that the wording could be either “IVAS renderer” or “default renderer”, and he added that if one connects an external renderer to the IVAS decoder this party might also think it’s an IVAS renderer.
Mr. Huan-Yu Su (Huawei) suggested the wording “embedded renderer”. Mr. Stefan Bruhn (Dolby) stated that he would disagree, and he stated that most solutions may provide an embedded or integrated renderer, but it would also be possible to connect a default renderer through the external renderer API, so one cannot make assumptions about the degree of integration of the renderer.
Mr. Markus Multrus (Fraunhofer) agreed on the proposed text and he stated that the type of renderer is a design choice of the codec implementer. He had problems to use the term “renderer” because they might be some modes with stereo output where nobody talks about renderer. He suggested using for instance the wording “playout formats”. Mr. Stefan Bruhn (Dolby) stated that it may be right and one could debate about the concept of “renderer”.
Mr. Tomas Toftgard (Ericsson) stated that even an internal renderer may not be connected to the decoder, he commented that “internal” and “external” are good opposite terms, and that the external renderer could be connected to an API and not be default.
Mr. Huan-Yu Su (Huawei) stated that one difference could be latency, as the renderer needs latency. He commented that an internal renderer can benefit that data is local, and these issues should be considered.
Mr. Stefan Bruhn (Dolby) disagreed that an external renderer could not be the default renderer; he stated that someone could do rendering through the external renderer API.
The EVS SWG Chairman asked if the group could agree to include the proposed boxes in the working draft.
Mr. Tomas Toftgard (Ericsson) commented on the definition of binaural audio, and how is this different from ordinary stereo. Mr. Stefan Bruhn (Dolby) stated that it is important to distinguish that binaural audio is intended to be played on headphones, and if played on stereo speakers, one might get a sound experience that is not the same as expected. Mr. Tomas Toftgard (Ericsson) commented that ordinary stereo is also intended for headphones. Mr. Stefan Bruhn (Dolby) stated that this is again a question of rendering, and one could do crosstalk cancellation to render binaural audio on loudspeaker pairs, but an important word is direct headphone playback. Mr. Tomas Toftgard (Ericsson) repeated that ordinary stereo can also be played out on ordinary headphones. Mr. Stefan Bruhn (Dolby) commented that the proposed definition does not make a statement that regular stereo would be excluded, and he stated that the definition is clear and one would not have ordinary stereo in the same definition.
Mr. Huan-Yu Su (Huawei) stated that it is inclusive. Mr. Stefan Bruhn (Dolby) commented that an important wording is “spatial”. Mr. Tomas Toftgard (Ericsson) commented that stereo is also spatial. Mr. Stefan Bruhn (Dolby) stated that the meaning of the term “spatial” might be discussed.

Mr. Stefan Doehla (Fraunhofer) commented on the suggestion to include all proposals in the working document, and he stated that the section on default renderer is not a constraint, and he suggested putting it elsewhere. Mr. Stefan Bruhn (Dolby) clarified that the constraint is that a candidate has to provide it, it needs to be mentioned, and he was open to putting this somewhere else. Mr. Stefan Doehla (Fraunhofer) commented on the next box, and he stated that this needs to be provided.
Mr. Lasse Laaksonen (Nokia) commented on the default renderer box, which is related to evaluations. He stated that testing has not been discussed, in that sense he would leave that part out.

Mr. Stefan Bruhn (Dolby) requested to handle this Tdoc as for other proposals, and he requested the Editor to put all proposals into the working document, so that Dolby proposal be treated like other proposals. The EVS SWG Chairman noted that this is a fair request, and he stated that definitions can be included in a common working document even if this text would eventually go into a document different from IVAS-4.
The SA4 Secretary commented on the degree of integration left to proponents and he asked if both kinds of renderers could be feasible for everybody. Mr. Stefan Bruhn (Dolby) stated that it is currently difficult to make any requirements on external renderers, but when it comes to the default or internal renderer, one would understand that requirements could be defined for this renderer in terms of complexity, performance, delay.

Conclusion:

TD AHEVS-444 was initially parked and then noted. 

In telco#56, the EVS SWG Chairman asked if Tdocs AHEVS-445 and AHEVS-446 could be skipped. Mr. Stefan Bruhn (Dolby) commented that the decision was up to the Chairman.
TD AHEVS-445 IVAS Codec Design Constraints for 6DOF Support, from Dolby Laboratories, Inc. was not covered in telco #56.

TD AHEVS-446 IVAS Codec Design Constraints on Positional Information of IVAS Capture Device, from Dolby Laboratories, Inc. was not covered in telco #56.
In telco #57, the EVS SWG chairman suggesting editing first the working draft of IVAS-4 v0.0.9 draft (that was shared over the SA4 reflector after telco #56) and then discussing the two remaining inputs. Mr. Huan-Yu Su (Huawei) clarified that a draft2 version was sent out and he invited to refer to that version. The EVS SWG Chairman commented that he meant this version of draft revised IVAS-4.
Mr. Stefan Bruhn (Dolby) requested to represent the pending documents from Dolby that could not be taken in telco #56. He stated that these documents were coming before the editing version for IVAS-4, and he requested to take them first to see if some proposals can be included in the working draft, which would make things a bit easier and procedurally a bit more fair. The EVS SWG Chairman commented that the idea was to first focus on items that are already in the document and come back to editing once more and he stated that Dolby’s documents could also be taken before IVAS-4 editing. Mr. Stefan Bruhn Dolby) stated that this remained the EVS SWG Chairman’s decision, and he supported covering the remaining documents and concentrating on editing.
In telco # 57, Mr. Stefan Bruhn presented TD AHEVS-445 IVAS Codec Design Constraints for 6DOF Support, from Dolby Laboratories, Inc.
Comments / questions:

The EVS SWG Chairman noted that the proposal is to mandate 6DOF support by candidates.
Mr. Tomas Toftgard (Ericsson) asked to clarify the meaning of the metadata framework in the first bullet proposing updates to design constraints. He asked if this was at the encoder and he also requested to define the wording ‘receiving end point’.
Mr. Stefan Bruhn (Dolby) clarified that AHEVS-445 assumes a use case of conversational situation and to enable this use case there is the necessity to provide the position of all participants. He commented that this explains why there is such possibility to convey upstream such kind of information. He commented that there may be a question whether this upstream transmission has to be connected to the codec. He added that if the use case is set up as it is described in this Tdoc or TS 26.918, one needs in any case such kind of element and the question of where it has to be may be for discussion.
Mr. Tomas Toftgard (Ericsson) stated that the wording ‘receiving end point’ was strange but it is the transmitting end point. Mr. Stefan Bruhn (Dolby) noted that this is a conversational use case, and each end point is both receiving and transmitting. He clarified that what is expressed is that each participant is able to share its position in the virtual room.
The EVS SWG Chairman commented on the first bullet point where cartesian coordinates or spatial coordinates are in brackets, he asked to clarify the meaning of this list and whether one choice should be selected. Mr. Stefan Bruhn (Dolby) clarified that these are examples, cartesian is needed for translational movements, spatial coordinates for orientation, and the formulation is open for discussion. He added that, while the source would be happy if everything is included in design constraints, the source is also open to further discussions, and the first thing would be to agree on 6DOF as such and afterwards one may look into further details for basic requirements to offer 6DOF support.
Mr. Markus Multrus (Fraunhofer) preferred taking one step back. He stated that the use case is about to switch between groups, and he asked if one needs 6DOF for that or multiple 3DOF scenarios. Mr. Stefan Bruhn (Dolby) stated that he was not willing to reopen discussion from the VR study item phase, which concluded that this is a 6DOF use case. He stated that it is a full 6DOF use case and he disagreed that this is just 3DOF on certain particular spots. Mr. Markus Multrus (Fraunhofer) asked if full 6DOF means to simulate geometry walls, reflections on wall, objects in the room. Mr. Stefan Bruhn (Dolby) clarified that this was not what was proposed and it may be discussed by other contributions. He added that different people may have different views on what is 6DOF. He commented that one could already use an empty room, and one could do more in the long run. He highlighted that if one can provide a basic 6DOF experience, the main experience is that one is able to move closer to certain persons and interact, and he did not think that it is crucial and necessary in this use case to have room modeling or modelling of certain physical objects that may interfere with sound waves.
Mr. Stefan Doehla (Fraunhofer) stated that the main point is that there are multiple understandings of what 6DOF means and various levels to try to be real in terms of 6DOF. He asked what is the level of reality in the proposal and it is envisioned that having a free-field 6DOF use case is not real. Mr. Stefan Bruhn (Dolby) noted that the proposal may be free-field 6DOF, but it is 6DOF, and this is not just a Dolby proposal but an agreement from SA4 to include this 6DOF use case in TR 26.918. He stated that if one takes literally the IVAS WID, one has to realize use cases of TR 26.918 and one could start from a very minimum with what is needed to provide this interesting use case, and nothing prevents from making room modelling and more realistic scenes. He added that to provide value for IVAS one should start from the minimum and it is interesting to have an IVAS codec that enables 6DOF use cases.
The EVS SWG Chairman stated that the point from Dolby and Fraunhofer is that there may be potentially multiple understandings of what 6DOF means. He commented that if that is the case one needs to develop a common understanding, and insert a definition to have a unique definition and understanding. Mr. Stefan Bruhn (Dolby) was open to work on this if necessary, and he believed that 6DOF is likely to be defined in TR 26.918 and it might be part of draft TR on XR; he commented that 6DOF is clearly that users are allowed not only to rotate but also to make translational movements, and there is nothing about rooms or room modeling. Mr. Tomas Toftgard (Ericsson) had the same understanding; he added that if there are objects with 3DOF rendering, one can do more complex or more simple rendering, but the definition is similar definition, and one needs to define further on how much is to be supported in the codec.
Mr. Stefan Doehla (Fraunhofer) proposed to go one step back if the proposal is to add a box in design constraints. He emphasized that the group did not resolve what 6DOF means, and different views come from different perspectives on what makes the codec attractive and the level of ‘immersiveness’ that IVAS should offer. He had doubts on whether free-field 6DOF could bring a benefit and he stated that the proposed use case is a 3DOF use case with switched position. Mr. Stefan Bruhn (Dolby) disagreed on this point, and he invited to double check with the video SWG, he stated that there is some agreed definition of 6DOF, and he stated that we cannot work with different understandings of 6DOF, which is a reason to write a TR and agreeing on a definition.
The EVS SWG Chairman commented that for the next step one possibility is to clarify the understanding of 6DOF and to come back on this proposal at the next SA4 meeting, or one could include the proposal in square brackets and note that it depends on the understanding of 6DOF. He invited suggestions along these lines.
Mr. Stefan Bruhn (Dolby) expressed the view that the group should deal with this proposal like other proposals, and include it in square brackets in design constraints. He suggested adding in meeting minutes that there is a wish to clarify the understanding of what 6DOF is, and hopefully one could come with a definition after checking with the video SWG.
Mr. Stefan Doehla (Fraunhofer) stated that the definition of 6DOF in TR 26.918 is 6 degrees of freedom, and it is a bit hasty if one adds 6DOF without understanding it. He stated that it requires that the EVS SWG has a common understanding, otherwise one could propose to add many things.

Mr. Tomas Toftgard (Ericsson) asked if 6DOF is defined by the proposed bullets (defining the framework, rendering, etc.). Mr. Stefan Doehla (Fraunhofer) stated that this box talks about what candidate should provide, not a metadata framework, but SA4 needs to define that metadata that makes it 6DOF. Mr. Stefan Bruhn (Dolby) stated that the EVS SWG minutes may note that one would like to have a clear definition of 6DOF but he thought that the basic understanding of 6DOF is clear and corresponds to translational and rotational movements and he would be surprised if Fraunhofer had a different view.

The EVS SWG Chairman asked views on this proposal to add a note in report with the preliminary understanding of 6DOF from Dolby to be verified by others and he stated that this text could be included in square brackets in the working draft. Mr. Markus Multrus (Fraunhofer) stated that this would create a precedence of including things directly in design constraints, and he preferred to have a definition; he took the example of binaural audio and suggested to learn from that and get a common understanding. Mr. Stefan Bruhn (Dolby) commented on the fairness of dealing with proposals, and he stated that various proposals are not dealt in the same way and other contributions on design constraints were included in the working draft. He supported including the proposal in square brackets in the document and he stated that if this proposal is not the way working this may impact the work in future. He requested to apply the same measures to all contributions, and he did not think that one could afford dealing with different proposals in very different ways.
The EVS SWG Chairman commented that the difference with binaural audio is that one does not have various inputs on binaural audio, and it was recognized that there may be different meanings for 6DOF, and it is not clear if everyone has the same understanding. He stated that this is one step back as compared to binaural audio. Mr. Stefan Bruhn (Dolby) was not sure this view was correct, and he stated that binaural audio appeared very clear until it was challenged, but it was already agreed text. He stated that the suggestion is to reflect proposal in square brackets, and an Editor’s note can be added to request some generally agreed definition for 6DOF.
Mr. Markus Multrus (Fraunhofer) stated that the difference is that any contribution needs to be treated in design constraints in some manner, and there might be differences on how it is called and defined. He stated that here the difference is that Fraunhofer is not convinced that the IVAS codec should support 6DOF. Mr. Stefan Bruhn (Dolby) stated that there are currently various things in square brackets that Dolby does not see as needed; he stated that in future Dolby will be forced to be more restrictive to accept having things in square brackets. Mr. Stefan Doehla (Fraunhofer) stated that the question whether 6DOF should be part of IVAS is a main question for SA4. Mr. Stefan Bruhn (Dolby) invited to read the beginning of the contribution, where there is a clear reference to the IVAS WID and TR 26.918 and use cases that shall be enabled by the IVAS codec; he did not understand how one would interpret that in a way that it is optional to decide whether this use case should be enabled or not. Mr. Stefan Doehla (Fraunhofer) wondered if everything in TR 26.918 that deals with audio relates to IVAS as well. Mr. Stefan Bruhn (Dolby) stated that the group may conclude that certain use cases are enabled but if one takes what is written in the WID it is hard to exclude anything from TR 26.918, and for such a thing like virtual meeting place which is conversational one cannot see any of the use cases in the TR that would be more suitable for IVAS codec than that one.

The EVS SWG Chairman concluded that there was some opposition to include 6DOF into the working draft, he noted that views on 6DOF were collected and he invited to digest this topic and decide later whether the IVAS codec should have a mandatory support of this feature.
The SA4 Secretary commented on definitions and he explained that from a recent seminary of ETSI he had the information that quality check of specifications will be stricter, and it is very important that everybody has the same understanding for things that are not included in TR 21.905. He added that ETSI realized that very often there are wrong references and definitions are appearing twice with different meaning in the same TR; he stated that if something is not included in the general specification TR 21.905, then definitions should be included at the beginning of TR or TS when this definition is used, and this may apply to 6DOF as it seems not to be commonly understood.
The EVS SWG Chairman concluded that this contribution is noted.

Conclusion:

TD AHEVS-445 was noted. 
In telco # 57, Mr. Stefan Bruhn presented TD AHEVS-446 IVAS Codec Design Constraints on Positional Information of IVAS Capture Device, from Dolby Laboratories, Inc.
Comments / questions:

Mr. Stefan Doehla (Fraunhofer) recalled that this proposal was already discussed when it was presented at SA4#102, and he stated that most of the time this is A/V experience is envisioned to happen with a compensation done for both audio and video, and probably in a preprocessing block. He stated that this is a system issue and he wondered if this needs to be transmitted.
Mr. Stefan Bruhn (Dolby) stated that the question of where to compensate might be for further discussion. He added that the compensation of movements of an audio scene is closer to the IVAS codec than any kind of video processing; he stated that such compensation has to be done somewhere in audio processing path, and there would be some kind of orientation as expressed in this contribution. He was open to postpone this topic to see if such kind of compensation would be done in the audio preprocessing or encoder. He stated that one may argue that such compensation could be easily done in the IVAS encoder, if ambisonics is considered. He also commented that the audio renderer may rotate scene in response to the capturing device, which is clearly related to audio, and this has nothing to do with video; he clarified that it remains something connected to audio media that would be transmitted with the IVAS bit stream and it belongs to that and he suggested not ignoring this topic.
Mr. Stefan Doehla (Fraunhofer) stated that the proposal may tackle the audio part only, but IVAS is for immersive services and most of the time there will be a video. He commented that regardless of whether compensation is done in the preprocessing or in the codec, his personal experience was that it would be a more serious issue if the video part is not compensated and he suggested not looking at this issue in isolation and not ignoring what IVAS is targeting. Mr. Stefan Bruhn (Dolby) stated that in most cases compensation may be done together with video, but one does not know if video is always needed, and if there is no video but avatars representing the other side there would no video transmission and the compensation would be clearly connected to sound transmission. He commented that it should be possible in IVAS to allow this compensation. He stated that it may be true that such compensation is not always needed, and like other features which are part of IVAS codec things can be negotiated when needed.
Mr. Markus Multrus (Fraunhofer) commented on the use case with avatars, and asked to clarify what would be required to be transmitted and why this compensation information would be needed. Mr. Stefan Bruhn (Dolby) clarified that video would not be transmitted in all cases, and it could be possible to relate compensation to audio rendering, when it has nothing to do with video.
Mr. Tomas Toftgard (Ericsson) asked why apply a rotation of the capture if there is no video. Mr. Stefan Bruhn (Dolby) referred to the use case that was provided earlier, where the device would provide a stream to multiple receiving end points and in some cases assuming there would be rotational movements in capture, in some devices it would be desired to carry out the rotation of the scene and in others it would not be needed, and there should be possibility to transmit the compensation information. 

Mr. Tomas Toftgard (Ericsson) asked why this information is to be with the audio bitstream. Mr. Stefan Bruhn (Dolby) clarified that this is related to rotating the audio scene during audio rendering and it is connected to audio. Mr. Tomas Toftgard (Ericsson) wondered how this would be implemented and he commented that this could be in the scene management. Mr. Stefan Bruhn (Dolby) commented that this would suggest that it should be done by others, without saying how. He stated that one may include this possibility and there is a gap.

Mr. Lasse Laaksonen (Nokia) commented on there are audio-visual cases where it might be interesting to do this rotation and the proposed solution by Dolby is to include the information in the audio part, and he asked if there is an audio-only use case where one would want to have this feature. Mr. Stefan Bruhn (Dolby) stated that it may be the case that someone wants to give another participant the possibility to move the audio scene, for instance, to give the other party the impression that the audio scene is in the same way as the sending device. Mr. Lasse Laaksonen (Nokia) asked how it is not possible on the user interface to select whether to convey such information or not. He asked why the signaling would be needed in the audio-only case. Mr. Stefan Bruhn (Dolby) stated that Dolby identified cases where signaling would be needed, and so far, there was no proposal that it should not be done. He was open to discuss alternative proposals showing that it can be done in other ways and providing concrete examples and he invited counterproposals.
Mr. Lasse Laaksonen (Nokia) referred to the comment from Fraunhofer that this would be system aspect if this is an audio-visual use case, and in that case in scope of the IVAS work item. He added that it may not be necessary to describe a solution if it is a system use case. He wanted to understand what sort of audio use case would motivate an IVAS specific solution for this; he clarified that there may be a problem to tackle but he asked why tackle it in the IVAS codec. Mr. Stefan Bruhn (Dolby) stated that this may not be an audio-only use cases, but he reminded that even if this are system aspects in some way one needs to transmit such kind of information. He commented that there is the possibility to have it in the IVAS RTP payload if enabled. He stated that one may find a completely new RTP payload format for the extra information, but it may not make things easier and may run into some gaps.

Mr. Stéphane Ragot (Orange) commented on the terminology and stated that “azimuth“ may not be the usual name for Euler angles (pitch, roll, yaw) and he asked if the proposal would apply to audio-only use case with ambiance sharing (from Nokia); he also commented that part of the proposal is already covered in a box in design constraints for the renderer to handle rotation movements. Mr. Stefan Bruhn (Dolby) replied that he would check the terminology. Mr. Lasse Laaksonen (Nokia) did not see in the Nokia use case a need for this kind of signaling, and it was assumed that the capturing device would compensate the scene rotation or the user would indicate how to handle the rotation, for example one could allow panning of scene to follow the go-kart, but on the other hand he did not see why one would have to switch for the recipient to pick from an arbitrary compensation of scene or non-compensated capture. He could not understand that aspect, and further commented that the recipient may do head tracking or the device may manipulate objects to virtually rotate them. He stated that for this type of signaling for rotation compensation it is an on / off switch for the recipient.
Mr. Stefan Bruhn (Dolby) commented that the capture device can enable or disable the compensation of rotational movements. He noted that one may run into conflicts if there are several rendering devices with different requirements, with one device requesting the audio scene to be compensated and another requesting the opposite. Mr. Lasse Laaksonen (Nokia) commented that Dolby’s specific use case was audio-visual; he added that the compensation was tied to having visual components, in that sense the motivation was provided for an audio-visual use case but not for an audio-only use case.
Mr. Stefan Bruhn (Dolby) asked how to come to a solution and he stated that if compensation is relevant for some use cases, one has to see how to convey this information and, in the end, these are parameters that have to be provided to the audio renderer, and this is closely connected to audio. Mr. Lasse Laaksonen (Nokia) referred to Orange’s comment that there is the scene displacement API for the renderer, and there is already in place the capability for this in design constraints. He stated that one potential solution would be what Dolby proposes and another would be to handle this as a system aspect, there is some unclarity about that one.
Mr. Tomas Toftgard (Ericsson) commented on delay and he stated that audio must be synced with video, if the compensation information is audio-only and not matched with video it would be a bit strange. He asked if the assumption is that delay for video would be the same. Mr. Stefan Bruhn (Dolby) clarified that what is done is just the transmission of parameters, and if both audio and video are transmitted one may apply rotational parameters with proper synchronization and there is nothing special for just these parameters. Mr. Tomas Toftgard (Ericsson) thought that this is connected to the rotation of the capture device.
The EVS SWG Chairman concluded that this contribution is noted and that further information is requested to clarify audio-only and audio-visual use cases.
Conclusion:

TD AHEVS-446 was noted. 

Mr. Stefan Bruhn presented TD AHEVS-447 On External Renderer API, from Dolby Laboratories, Inc.
Comments / questions:

Mr. Stefan Doehla (Fraunhofer) stated that the situation was different from VRstream which was about multiple metadata profiles that would reuse a common API and it was not what is envisioned as the outcome of the IVAS work item. He added that it’s a different topic and not applicable to IVAS. Mr. Stefan Bruhn (Dolby) understood this comment as suggesting a position that there should not be an external renderer API common to all candidates. He stated that this is the point of the discussion whether each candidate can define its own API, which can have some value, because it is as unconstrained as possible and gives all design freedom. Mr. Stefan Doehla (Fraunhofer) preferred this approach for the external API, not to put all things in same bucket.
Mr. Tomas Toftgard (Ericsson) stated that one reason for having a common API would be to test it with a common renderer, and that was also one reason for VRStream for testing purpose. Mr. Stefan Bruhn (Dolby) commented that this was not the purpose, and he believed that the definition of the common API got stalled and there was no such kind of definition; he agreed that this may be one reason why parties would argue for a common external API to connect to some common renderer for testing. Mr. Tomas Toftgard (Ericsson) stated that this is for discussion until one knows how it will be tested.

The EVS SWG Chairman suggested to note this Tdoc, as this is not a proposal for design constraints.
Conclusion:

TD AHEVS-447 was noted. 

Mr. Markus Multrus presented TD AHEVS-448 Proposed Definition of Binaural audio, from Fraunhofer IIS
Comments / questions:

Mr. Markus Multrus (Fraunhofer) proposed to not include the proposed definition in IVAS-4 but in a separate document, with possibly other terms to be defined.
Mr. Stefan Bruhn (Dolby) noted that the definition lacks “spatial” and it misses the point, because this definition would not distinguish 2-channel audio that can be played over speakers which is essential. He commented that it misses the complete point on why one would distinguish binaural audio from 2.0 stereo.

Mr. Markus Multrus (Fraunhofer) stated that the main point is that binaural audio is to be directly presented over paired headphones, and it may contain spatial information, including information about the room, but this is the distinction between regular stereo to be played back.
The EVS SWG Chairman commented that there is commonality on the idea of directly presenting to headphones, but this is not limited to these aspects. He invited to discuss further. Mr. Stefan Bruhn (Dolby) repeated that the definition misses the point that binaural audio is spatial audio. Mr. Tomas Toftgard (Ericsson) had the same comment on “spatial” as for the definition from Dolby, and he was unsure if it was not intended for loudspeaker playback. Mr. Stefan Doehla (Fraunhofer) commented that when doing the search of definitions binaural audio was found to be similar to monaural audio, but presented to two ears.
Mr. Stéphane Ragot (Orange) recalled that there is also a definition from Orange, and he stated that the definition in AHEVS-448 covers the listening part but one should also take into cover how one generates binaural audio. He stated that binaural audio is not just 2.0, it is “special and spatial”.
Mr. Tomas Toftgard (Ericsson) stated that it is good to have a definition of terms in some place but it should not be IVAS-4. He added that usually it is quite convenient to find relevant terms in the same document, and he had a slight preference to do it like in specifications that terms on specific definitions that pertain to that P-doc would be contained in that document. The EVS SWG Chairman stated that the logic behind the proposal to put it in a separate document is that it may apply to various documents, otherwise one needs to repeat in all P-docs which is not efficient. Mr. Markus Multrus (Fraunhofer) clarified that the proposal was to avoid repeating definitions, and he added that this is not a topic to spend too much time on it.
Mr. Stefan Bruhn (Dolby) stated that definitions should not be in IVAS-4, and there are just few lines, they may be in specific P-docs, eventually it would be IVAS-3. He noted that if one finds that there are too many common definitions, one could have a new P-doc.
The EVS SWG Chairman summarized that the proposal would be to start a new document if the group commits to fill it up with almost complete text, if it is too short with a couple of definitions it is not appropriate.
Mr. Stéphane Ragot (Orange) asked if proposed definitions for binaural audio would be captured in working draft document. Mr. Huan-Yu Su (Huawei) clarified that change 1 would be put in the draft update of IVAS-4, and he asked what to do with change 2. The EVS SWG Chairman stated that the group would have to revisit it.
Conclusion:

TD AHEVS-448 was initially parked and then noted.
The EVS SWG Chairman asked if the group could accept to have 15 mn of overtime and to continue editing and take 2 remaining documents in another call. Answer: yes.
Mr. Stefan Doehla presented TD AHEVS-449 High-Level IVAS Codec Elements, from Fraunhofer IIS
Comments / questions:

The EVS SWG Chairman suggested putting the proposal in the working draft.
Mr. Tomas Toftgard (Ericsson) stated that bullets c and d could be merged because the input for external rendering can be pass-through signals. Mr. Stefan Doehla (Fraunhofer) did not want to decide how interfaces work or whether pass-through signals are the same as external render inputs; he stated that pass-through may not be appropriate for listening if there are objects. Mr. Tomas Toftgard (Ericsson) clarified his view that pass-through signals could also go to external renderer.
Mr. Stefan Bruhn (Dolby) stated that there may be still certain concepts that are not yet agreed, like pass-through modes or signals, and he preferred to be a bit careful and understand that this was not already agreed. He asked to clarify the wording “control data for binaural audio”. Mr. Stefan Doehla (Fraunhofer) stated that this term is a bit unfortunate but it is used in IVAS-4 now, and he just referred to this box. He stated that he would have used a different term.
Mr. Stefan Bruhn (Dolby) asked if definitions from a to d are form IVAS-4. Mr. Stefan Doehla (Fraunhofer) clarified that that at least “control data” is from IVAS-4. Mr. Stefan Bruhn (Dolby) preferred to distinguish between definitions and terms, he wondered to what extent one would have the overview diagram of IVAS encoder and decoder under definitions. He requested to have more time to think about this. He commented that the proposal for the external renderer to render of any signal of IVAS decoder is premature, and one should not create requirements on external renderers. Mr. Stefan Doehla (Fraunhofer) agreed that the interface is not specified or defined, therefore it is too early to discuss what would be the input to the external renderer and the format for an external renderer is tbd.
The EVS SWG Chairman stated that this is not so urgent for design constraints, and he invited further contributions on this aspect along with the new P-doc or other solutions to capture definitions. Mr. Stefan Doehla (Fraunhofer) committed to work on that.
Conclusion:

TD AHEVS-449 was noted. 

Mr. Markus Multrus presented TD AHEVS-450 IVAS Design Constraints: Formats and Interface for Rendering, from Fraunhofer IIS
Comments / questions:

Mr. Stefan Bruhn (Dolby) commented on the first sentence in introduction, which says that “The current version of the IVAS Design Constraints doesn’t clearly specify the output formats dependent on the input formats …”. He stated that this feels wrong, and the output format should not strictly depend on input and there is a major dependency on playback. He commented that one cannot require that the playback simply follows the input format, because this would mean one would not have interoperability. He noted that the Ericsson proposal to have a fully populated matrix is a good proposal, and the decoupling between encoder input and decoder output makes more sense. Mr. Markus Multrus (Fraunhofer) preferred not to repeat discussions.
The EVS SWG Chairman concluded that the proposed table would be included in the working draft and the discussion would continue in the next call.
Conclusion:

TD AHEVS-450 was noted. 
At the end of telco#56, the EVS SWG Chairman concluded that the next EVS SWG call would focus on editing and the remaining two contributions (AHEVS-445 and AHEVS-446). The following dates was agreed online: March 11, 2019, 14:00-16:00 CET.
The EVS SWG Chairman stated that there would be no new contributions allowed.
Mr. Stefan Doehla (Fraunhofer) committed to send a new invitation with a conference bridge.
At the end of telco#37 (during the last 30 mn), Mr. Huan-Yu Su (Huawei) displayed the latest working document collecting proposals made during telcos and invited to make some online editing.  

Mr. Stéphane Ragot (Orange) suggested starting with binaural audio definition. Mr. Huan-yu Su (Huawei) noted that this is a definition and not a design constraint, and email exchange may converge faster.
Mr. Stefan Doehla (Fraunhofer) suggested looking at aspects to make a merge and see to which aspects to agree (e.g. two-channel, how binaural audio is captured, desired spatialization). 

Mr. Stefan Bruhn (Dolby) stated that Dolby’s understanding of binaural audio goes back to what SA4 had in the characterization of 3GPP audio codecs when France Telecom tried the performance with binaural audio, and the understanding is to try to transmit binaurally rendered audio which is 3D audio content.
Mr. Stefan Doehla (Fraunhofer) noted that proposals have overlaps and he invited to see where there is a different understanding by taking proposals word by word.
Mr. Stefan Bruhn (Dolby) commented that there are just 3 proposals and one needs to understand what is needed.

Mr. Markus Multrus (Fraunhofer) commented that the Fraunhofer proposal tried to make it as simple as possible, without talking about HRTF or BRIRs, and he stated that a stereo signal is what is left out, with not additional binauralization. Mr. Stefan Doehla (Fraunhofer) added that binaural audio is two channels having spatial content.
Mr. Stéphane Ragot (Orange) stated that this definition is missing the point and he referred to Orange’s definition.
Mr. Tomas Toftgard (Ericsson) stated that even in plain stereo there is some amount of spatialization.
Mr. Huan-Yu Su (Huawei) asked if Dolby’s definition is included in the definition from Orange. Mr. Stefan Bruhn (Dolby) commented that Orange’s proposal contains more details, and what was important for Dolby is to distinguish between cases, and binaural audio is not any two-channel audio put over headphones. Mr. Huan-Yu Su (Huawei) noted that Dolby’s proposal refers to two channels. Mr. Stefan Bruhn (Dolby) clarified that what was before ‘3 audio’ is now called ‘spatial audio’, and there is a distinction in the sense that one can offer an audio impression as if one is listening in some kind of multiloudspeaker environment.
Mr. Stefan Doehla (Fraunhofer) asked if there is any disagreement that binaural is 2 channel audio. He stated that in strict sense monaural audio and binaural audio are played over one ear or two ears.
Mr. Stefan Bruhn (Dolby) stated that SA4 introduced the difference between 2.0 and binaural. Mr. Tomas Toftgard (Ericsson) stated that the difference is that one does not want to apply binauralization in rendering step. He added that it depends on the definition of test signals, and the ORTF stereo setups are somehow mimicking the distance between two ears with simple binauralization; he asked if ORTF is plain stereo or binaural audio and stated that it is difficult to draw the line. Mr. Stefan Bruhn (Dolby) noted that the definition from Orange makes it clear. Mr. Tomas Toftgard (Ericsson) asked if recording is in ears or with a dummy head.
Mr. Huan-Yu Su (Huawei) proposed to eliminate Dolby and Fraunhofer proposals and to make changes to Orange’s proposal. Mr. Stefan Doehla (Fraunhofer) first wanted to understand whether there are two channels. Mr. Stéphane Ragot (Orange) referred to Orange’s definition with ear canals (two channels).

Mr. Stefan Doehla (Fraunhofer) commented on diotic and dichotic listening and asked if this would be excluded. He stated that the main thing is that no extra binauralization or spatialization should be done because it might contain processing. Mr. Stefan Bruhn (Dolby) clarified that this is what Dolby tried to express in their definition, to avoid additional binauralization.

Mr. Stefan Doehla (Fraunhofer) commented that direct playback is part of all proposals and the only difference is that it does not need to be spatial but go to the ears unaltered.
Mr. Stefan Bruhn (Dolby) asked why to exclude binauralization of plain stereo to allow some kind of spatialization. Mr. Stefan Doehla (Fraunhofer) stated that binaural audio was defined to disable the binauralization stage. Mr. Markus Multrus (Fraunhofer) commented that binauralization of stereo content is not excluded. Mr. Tomas Toftgard (Ericsson) has the same understanding.
Mr. Stéphane Ragot (Orange) asked what is wrong with Orange’s definition. Mr. Huan-Yu Su (Huawei) stated that Orange’s proposal is almost there, but needs some clarification.

Mr. Stefan Doehla (Fraunhofer) stated that the point that makes binaural audio special is that it is ready for listening and different from stereo audio
Mr. Stéphane Ragot (Orange) stated that diotic and dichotic cases do not fall in binaural audio.
Mr. Huan-Yu Su (Huawei) commented that the discussion was about the encoder input format.

The EVS SWG Chairman summarized that the working draft should be provided as an Editor’s input for SA4#103. He concluded that all contributions from telco#56 and #57 were noted.
4 AoB
None.
5 Close of the call: Feb. 19, 16:21 CET for telco#56 and March 11, 16:00 for telco #57
The EVS SWG Chairman closed the meeting. 
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