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1. Introduction
The endpoints that perform IVAS decoding and rendering may be able to operate with various acoustic endpoints. For instance, a UE may be operated differently depending on whether it’s connected to internal mono or stereo loudspeakers, external headphones, or external mono, stereo, or multi-loudspeaker layouts. In many situations, it is not possible for the sending device to be aware of the acoustic endpoint configuration of the receiving UE. In previous contributions [1-2], which were presented and noted in SA4#101 and SA4#102, respectively, the source proposed ways to address this operational scenario via design constraints requiring that it be possible to decode and render audio from the same IVAS coded bitstream on endpoints with various types of acoustic endpoint capabilities. This updated contribution incorporates the discussions on IVAS formats that took place during SA4#102 and the EVS SWG Conference Call#56 and proposes a refined set of design constraints to enable flexible operation in the presence of diverse acoustic endpoint capabilities on the rendering side, taking into account the present contents of IVAS-4 [3].
2. Discussion

An IVAS codec renderer output format may be selected in response to send- and receive-side device capabilities. For instance, depending on send device capabilities, the encoder may not have access to a spatial ingest signal; i.e. it may only be provided with a mono or a stereo signal. Similarly, an end-to-end capability exchange process or a corresponding renderer output format request may have indicated that the receiving UE has certain acoustic endpoint limitations making it unnecessary to encode and transmit a spatial audio signal. In other scenarios, there may be an explicit request for the renderer to output spatial audio. 

However, there are certain scenarios where end-to-end capability exchange cannot fully resolve the receiving UE’s capabilities. One example is when the encode point does not have information as to whether the decoded signal will be presented over a single mono speaker, stereo speakers or headphones. The actual renderer output format may also vary during a service session, for instance with connected acoustic endpoints that may change, such as connection or disconnection of headphones to a UE. Another such case where there is no end-to-end capability exchange is when the receiving UE is not connected during the IVAS encoding session; this may happen for voice mail service or in (user generated) VR content streaming services. Yet another important scenario where receive device capabilities are unknown to the encoder is when a single encode needs to support multiple UEs simultaneously. For instance, in an IVAS conference or VR content distribution use case, one UE might be using a headset, and another might render to stereo speakers, yet it would be advantageous to be able to supply a single encoded bitstream to both UEs, as it would reduce complexity in the encode side and may also reduce required aggregate network bandwidth.
A sensible way to address the above scenarios is to require that the IVAS codec, even if operated in a mode supporting multi-channel, scene-based, spatial, object-based, binaural, or stereo audio can always produce a decoded and rendered audio signal that can be reproduced on devices with respectively lower-capability acoustic endpoints. In other words, it shall be possible for a signal encoded as immersive (i.e., multi-channel, spatial, scene-based, or object-based) audio to be rendered as a binaural, stereo, or mono presentation. Likewise, it shall be possible for a signal encoded as binaural audio to be rendered as stereo or mono, and for a signal encoded as stereo to be rendered as mono.

In the specific case where the encoder input format is channel-based and contains more than two channels (referred to as “immersive multi-channel format” in the remainder of this contribution), it is recognised that further discussion is needed to come to an agreement on the details of which specific multi-channel renderer formats should be supported for a specific multi-channel input configuration. Such a discussion is beyond the scope of this contribution and should ideally follow from or be combined with a discussion about which specific multi-channel input formats should be supported by the codec. Only in the context of a fully defined set of supported immersive multi-channel input and output formats does it make sense to discuss what kinds of conversion between output formats (e.g., up-mixing and down-mixing) should be allowed, how such conversions shall be carried out, and how their quality shall be assessed (tested). It is the view of the source that a full definition of an immersive channel-based input format includes not only the number of audio channels but also their names, ordering, and, where applicable, intended loudspeaker locations for reproduction of each channel in a room. Considering these issues, the present contribution only goes as far as proposing that immersive multi-channel should be able to be rendered as binaural, stereo, and mono, and further contributions are invited on the aforementioned matters pertaining to specific immersive multi-channel formats.
3. Conclusion and Proposal

Based on the above motivation, it is proposed that the IVAS codec should support the following [Default] Renderer Output Formats, according to the selected Encoder Input Format.
	Encoder Input Format
	Supported Renderer Output Formats

	Multi-channel (more than two channels), scene-based, spatial audio, object-based, or combinations of the above.


	Multi-channel, Binaural audio, Stereo, Mono.

	Binaural Audio
	Binaural Audio, Stereo, Mono

	Stereo
	Stereo, Mono

	Mono
	Mono


Section 3 proposes to add the corresponding design constraints to the present draft of the IVAS-4 [3] permanent document. The source thinks that this edit will satisfy the editor’s note stating “Corresponding output formats for each input formats is TBD”. This note can thus be removed.
4. Suggested IVAS-4 edits

The source proposes to merge the above design constraints with the present draft of the IVAS-4 permanent document as follows:

	[Default] [Rendered] Output Formats
	The IVAS codec shall support the following rendered output formats:

· Mono

· Stereo

· Binaural audio

· Multi-channel 


The following renderer output formats shall be supported, depending on the encoder input format:

Encoder Input Format

Supported Default Renderer Output Format
Multi-channel (5.1, 7.1, [5.1+4, 7.1+4, TBD]), scene-based, [spatial audio], object-based, [or combinations of the above].

Multi-channel, Binaural audio, Stereo, Mono.

Binaural audio

Binaural Audio, Stereo, Mono 

Stereo 

Stereo, Mono 

Mono 

Mono 

Editor’s Note: Input on the definition of internal renderer and/or external renderer are invited.
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