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Introduction
During SA4#99 the New Study Item on “on eXtended Reality (XR) in 5G” in S4-180973 was agreed and afterwards approved in by SA plenary #81 in SP-180667. A Technical Report is developed in TR26.928.
One of the goals of the FS_XR5G study item is:
· Analysing the different technologies and equipment in place that provide an Extended Reality experience.
[bookmark: _GoBack]Among the available capture technologies, volumetric video capture, which enables to place real-world objects into a virtual world, is set to become one of the most attractive ways of experiencing videos in XR, due to the high level of immersion it can provide. 
While volumetric capture also applies to static objects such as buildings, it is more attractive and challenging to capture dynamic sequences of real persons together with their facial expressions and gestures. Despite important advances in the creation of computer-generated representations of persons, it is still hard to obtain photorealistic content and the cost of processing can be quite high. Recent advances in volumetric content capture provide a more realistic and cost-effective way to represent people in the digital world.
In order to capture high-quality volumetric content, Fraunhofer HHI set up a volumetric capture studio in September 2017. Shortly after the opening of the studio, due to huge interest by several partners and companies on this technology and the service, it was decided to setup a fully commercial studio. Therefore, a company, named Volucap, has been founded together with major German media production companies such as Studio Babelsberg, Interlake, ARRI AG and UFA. In summer 2018, the new volumetric video studio opened in the fx-center[footnoteRef:2] on the film studio campus of Studio Babelsberg under supervision of Fraunhofer HHI. The official opening took place in June 2018. After a short test phase, the commercial production started in October 2018. [2:  https://www.fx-center-babelsberg.com/] 

This contribution i) outlines the general workflow for capturing and processing volumetric videos using the example of an existing commercial system, ii) gives a brief summary of the currently existing volumetric video capture systems.
Volumetric Video Capture and Production for XR
The main idea of volumetric video is to capture a scene, usually with moving people, from all directions using multiple cameras and reconstruct a dynamic 3D model of it. To achieve this, Fraunhofer HHI set up a volumetric studio in September 2017. The first prototype volumetric studio is designed in the form of a rotunda with a diameter of 5.0m, an action area of 2.0m in diameter and 2.5m in height. Figure X1 shows an outline of the prototype studio along with some photos from a production. 
[image: ]
Figure X1 - Fraunhofer HHI prototype studio.
As an example, Figure X2 shows all 32 images of one of the first productions in this new studio captured by the 16 stereo pairs simultaneously at one time instance.  The video in the following link provides an insight into the volumetric capture studio and production of the volumetric sequence called „An entire life“:  https://youtu.be/xhAcHsc3Id8
[image: ]
Figure X2 - Example of 32 images captured simultaneously at one instance of time in the Fraunhofer HHI prototype studio. 

In summer 2018, Volucap[footnoteRef:3] – a joint venture of Studio Babelsberg, ARRI, UFA, Interlake and Fraunhofer HHI – set up a volumetric studio. The Volucap studio has an enhanced capture area compared to the Fraunhofer HHI prototype studio, with a diameter of 6.0 m, an action area of 3.0m in diameter and 6.0m in height. The studio uses 32 high resolution cameras (20 MPixel, global shutter, 5k x 4k sensor), arranged around the scene as 16 stereo systems, integrated in illuminated background. 2 TB data per minute is created in 12-bit colour depth. [3:  http://www.volucap.de] 

Figure X3 shows the full workflow employed at Volucap for end-to-end volumetric video production.  ﻿The multi-camera capture setup consists of a number of camera pairs that serve as stereo camera base units. After the synchronized capture of videos from multiple viewpoints, colour grading and keying (foreground/background segmentation) are applied to the captured views. Then, a fast yet robust depth estimator is applied to each stereo pair to generate depth information of high accuracy for each pixel. That is, for each perspective, the 3D information is stored as colour-coded depth values in a two-dimensional image. The resulting 2.5D coloured depth map for each stereo pair is shown in Figure X4.
[image: ]
Figure X3 - Volumetric video production and workflow.


[image: ]
Figure X4 - Example of accurate dense depth map calculated frame by frame for each stereo pair

In the next step, the depth information of all 16 stereo pairs is merged by using data from an initial camera calibration and a related 3D fusion process. In short, all 3D points occluding any other depth map are filtered out, resulting in advanced foreground segmentation. 
The result of this fusion process is a 3D point cloud that can be processed by different post-processing steps illustrated in Figure X5, such as meshing, mesh reduction and texturing. Mesh reduction is required because the depth-based surface reconstruction results in a high-density mesh which consists of millions of vertices and faces and thus is not suitable for direct visualization in interactive applications. Next, the simplified mesh is texturized using a 2D texture map in a common 2D image file format. In the final stage of the post-processing, the resulting meshes are temporally registered to obtain animated meshes. The obtained animated mesh, i.e. the volumetric video, is passed to a matching encoder block for compression. The entire post-processing pipeline operates fully automatically.
[image: ]
Figure X5 - Resulting point cloud (left) and sub-sequent post-production of the 3D model such as meshing, simplification and texturing (from left to right). 

Figure X6 shows some views of the light panels and the rotunda (with mounted cameras) from the Volucap capture studio. More details of the production workflow can be found in [R1]. 
[image: ]
Figure X6 - view on the ARRI-light panels (left), view in the rotunda with mounted cameras (right).

Other volumetric capture systems:
Some other volumetric capture systems available on the market, for which technical information is available online, are listed below:
· 4DViews:
· Volumetric capture technology provider
· Capture volume: 3m diameter to 2.4m height
· Frame rate up to 60 fps, recording capacity 90 min (@30 fps)
· Processing rate: 10h per minute for single subject (@30 fps)
· More details: https://www.4dviews.com/file/documents/4DV_ProductSheet_2018.pdf
· Microsoft Mixed Reality Capture, Dimension Studios & Metastage:
· Mixed reality capture studios in San Francisco, London (operated by Dimension Studios) and Los Angeles (operated by Metastage).
· 106 cameras (12 Mpixel): 53 RGB, 53 infrared
· RGB cameras record the colour required for texture maps & stereo matches.
· IR cameras record the depth and position in the space for creating the mesh. 
· Default 30 fps, can do up to 60 fps.
· Final output is a file with texture and audio stored in standard MPEG video and audio streams, and mesh data embedded as a custom NAL unit inside the video stream.
· Details of the processing technology can be found in [R2].
· Intel:
· https://newsroom.intel.com/wp-content/uploads/sites/11/2018/01/intel-studios-fact-sheet.pdf
· 10,000-square-foot volumetric capture studio in Los Angeles introduced in CES 2018.
· Intro video: https://youtu.be/nd6vrSL7i1s
· 96 high-resolution 5K cameras sending captured volumetric content over 5 miles of fiber-optic cable to more than 90 Intel-powered servers processing about 6 TB/min.
· 'Grease' at 40: Volumetric Capture at Intel Studios Celebrates Iconic Movie:
· https://youtu.be/G0XUgnPl9KQ
· Jaunt XR-Cast: 
· https://www.jauntxr.com/xr-cast/
· An array of six Intel RealSense depth cameras attached to mounting stands.
· Real-time capture with low-footprint hardware; however, quality seems to be not on par with captures from dedicated volumetric studios. Lots of holes in the content and a small capture volume.
· Demo video: https://youtu.be/sJDLiB5wunQ

Proposal
It is proposed to include the information in Section 2 of this document to the next version of the Permanent Document and later extract the necessary information for inclusion into Clause 4.2.3 “Capturing Systems and Production” in TR 26.928.
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