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1 Introduction
During SA4#102 and following telcos, use cases in the context of XR-VR were collected and updated in the permanent document. This document proposes one new use case which is an extension of the Online gaming use case, especially also looking at the LS and proposed use cases from SA1.
2 Recap of Relevant Use Cases from PD

6.13
VR based interactive service

	Use Case Name (from S1-183699 and S4-181482)

	1. VR based interactive service

	Description

	it’s proposed to support high quality interactive service, e.g. interactive gaming, based on VR devices between UEs who might be in proximity with each other or in non-proximity with each other, the number of user would be 2 to [10], while the VR device could support [8K] resolution and 120fps content.  
NOTE: It was agreed to integrate the key issues from this use case into other use cases, especially the one in 6.23 and 6.24. This will only be addressed once confirmed with SA1.

	Categorization

	Type: VR
Degrees of Freedom: 3DoF at least
Delivery: Local, Interactive

Device: Phone, HMD, Glasses, others

	Preconditions

	<provides conditions that are necessary to run the use case, for example support for functionalities on the end device or network>
it would be good to support direct communication between a group of UEs to support high data rate and low latency.

	Requirements and QoS/QoE Considerations

	<provides a summary on potential requirements as well as considerations on KPIs/QoE as well as QoS requirements>
As mentioned above, the requirements would be:

1. Support VR based devices with [8K] resolution and 120fps content;
2. Support 2 to [10] users


	Feasibility

	<provides a summary on how such a use case can be implemented today, including references>
For the interactive service, a group of VR based device locally can be connected together via wired cable, and some high quality VR gaming can be achieved.



	Potential Standardization Status and Needs

	<identifies potential standardization needs>
VR based NCIS service: Supporting high quality data transmission via direct link between a group of UEs who are in proximity and share the same NCIS session


6.14
Cloud rendering for games
	Use Case Name (from S1-183699 and S4-181482)

	Cloud rendering for games

	Description

	it’s proposed to support cloud rendering for VR gaming. And the requirements would be supporting frame rate not lower than 60 FPS and resolution not lower than 8K, less than 5 ms two-way end-to-end latency (UL+DL), and packet loss rate less than [10E-4].
NOTE: It was agreed to integrate the key issues from this use case into other use cases, especially the one in 6.23 and 6.24. This will only be addressed once confirmed with SA1.

	Categorization

	Type: AR, VR, XR, MR

Degrees of Freedom: 3DoF at least
Delivery: Local, Split 
Device: Phone, HMD, Glasses, others

	Preconditions

	<provides conditions that are necessary to run the use case, for example support for functionalities on the end device or network>
it would be good to support edge computing like function in the network for rendering of VR gaming especially for the case when FPS is high.

	Requirements and QoS/QoE Considerations

	<provides a summary on potential requirements as well as considerations on KPIs/QoE as well as QoS requirements>
As mentioned above, the requirements would be:

1. Support frame rate not lower than 60 FPS and resolution not lower than 8K 

2. Support less than5 ms two-way end-to-end latency (UL+DL)
3. Support packet loss rate less than [10E-4]

	Feasibility

	<provides a summary on how such a use case can be implemented today, including references>
For rendering of games, rendering can be performed by gaming device and wired cable can be used.   The gaming device require high processing capability for rendering.

	Potential Standardization Status and Needs

	<identifies potential standardization needs>
Cloud rendering for games: Support high bandwidth and low latency transmission between UE and cloud side via either direct link/PC5 or Uu link.


6.23
Untethered Immersive Online Gaming
	Use Case Description: Untethered Immersive Online Gaming (from S4-190075)

	100 friends play Fortnite Battle Royal. Of the the 100 friends, several are on travel and connect on a stand-alone HMD. The HMD has a with 5G connection.

Fortnite Battle Royale is a free-to-play battle royale video game. As a battle royale game, Fortnite Battle Royale features up to 100 players, alone, in duos, or in squads of up to four players, attempting to be the last player or group alive by killing other players or evading them, while staying within a constantly shrinking safe zone to prevent taking lethal damage from being outside it. Players start with no intrinsic advantages, and must scavenge for weapons and armor to gain the upper hand on their opponents. The game features cross-platform play between the platforms that was limited for the first five seasons, before the restrictions were eased.
Other popular VR games are here:

· https://veer.tv/blog/30-best-vr-games-for-playstation-vr-oculus-rift-htc-vive-in-2018/
· https://uploadvr.com/best-psvr-games/
· https://www.digitaltrends.com/gaming/best-psvr-games/
· Population: One 

· https://www.ign.com/articles/2019/01/11/population-one-isnt-quite-fortnite-vr-but-its-pretty-convincing
· http://www.populationonevr.com/
· https://uploadvr.com/ces-population-one-preview/
· https://vrgames.io/game/

	Categorization

	Type: VR

Degrees of Freedom: 6DoF

Delivery: Streaming, Interactive, Split
Device: HMD with a Gaming controller

	Preconditions

	· Gaming client is installed that permits to consume the game
· The application uses existing HW capabilities on the device, including game engines, rendering functionalities as well as sensors. Inside-out Tracking is available.
· Connectivity to the network is provided .

	Requirements and QoS/QoE Considerations

	· Collected Statistics:

· https://www.zdnet.com/article/how-fortnite-approaches-analytics-cloud-to-analyze-petabytes-of-game-data/
· Fortnite processes 92 million events a minute and sees its data grow 2 petabytes a month
· Akamai said Fortnite set a game traffic record on its network July 12 with 37 terabytes 
· https://www.techadvisor.co.uk/feature/game/how-much-data-does-fortnite-use-3683618/per second delivered across its platform.
· We checked our data usage, and according to the tool, the 15-minute session used 12.4MB of mobile data. That may sound like a lot, but it’s the equivalent of streaming a one- or two-minute video on YouTube. It may vary slightly depending on a number of factors, but we estimate Fortnite uses between 10-15MB per 15 minutes of gameplay, or around 50-60MB per hour.
· Required QoS: 
· https://broadbandnow.com/guides/best-internet-service-setup-serious-gamers
· Any connection over 2 mbps with less than 75ms ping should work well for 99% of games.
· the main factors affecting your gameplay are:

· Efficiency of your network

· Distance to other players in multiplayer games

· QoS and network prioritization might not matter much for the average Internet user, but for gamers it can make a big difference in network lag.
· Ping is king.
· Different scenarios need to be looked at, for example where the rendering is happening. 
· Required QoE: 

· fast reaction to manual controller information, 

· reaction to head movement within immersive limits, 

· providing sufficient gaming rendering experience to enable presence.
· https://xinreality.com/wiki/Presence
· supporting frame rate not lower than 60 FPS and resolution not lower than 8K
The TR22.842 provides some information as well, please refer to clause 5.3.1. Summary of some discussions:

· Latency requirements for online games may be very tight. Examples

· Current mainstream FPS (First Person Shooter) game requires 60 frames per second, which means frame interval is 16.67ms.  If rendering is done in the cloud and taking out the delay for rendering and encoding/decoding processing, the network round trip time (RTT) delay should be less than 5ms. 
· MOBA(Multiplayer Online Battle Arena)game requires 20ms RTT.
· Resolutions and frame rates need to be sufficiently high: higher than 60 FPS and 8K resolution
· Packet loss rates should be low as game experiences degrade quickly 

And some references from TR22.842

[6]
O. Abari, D. Bharadia, A. Duffield, and D. Katabi, “Cutting the Cord in Virtual Reality,” in Proceedings of the 15th ACM Workshop on Hot Topics in Networks. ACM, 2016, pp. 162–168.

[7]
E. Bastug, M. Bennis, M. Médard, and M. Debbah, “Toward Interconnected Virtual Reality: Opportunities, Challenges, and Enablers,” IEEE Communications Magazine, vol. 55, no. 6, pp. 110–117, 2017.

[8]
Athul Prasad, Mikko A. Uusitalo, David Navrátil, and Mikko Säily, “Challenges for Enabling Virtual Reality Broadcast Using 5G Small Cell Network”,  IEEE Wireless Communications and Networking Conference Workshops, pp. 220-225, 2018.
[9]
Mohammed S. Elbamby, Cristina Perfecto, Mehdi Bennis, and Klaus Doppler, “Toward Low-Latency and Ultra-Reliable Virtual Reality”, IEEE Network, March/April, 2018.
[10]        Orlosky, Jason & Kiyokawa, Kiyoshi & Takemura, Haruo, “Virtual and Augmented Reality on the 5G Highway”, Journal of Information Processing, 25. 133-141. 10.2197/ipsjjip.25.133.

[11]        J. Huang, Z. Chen, D. Ceylan and H. Jin, “6-DOF VR videos with a single 360-camera”, 2017 IEEE Virtual Reality (VR), Los Angeles, CA, 2017, pp. 37-44. doi: 10.1109/VR.2017.7892229.

[12]        Impact of Packet Losses on the Quality of Video Streaming, https://www.diva-portal.org/smash/get/diva2:831420/FULLTEXT01.pdf
[13]        New Study from GSMA and CAICT Forecasts That China Will Be the World's Largest 5G Market by 2025, https://www.webscalenetworking.com/news/2017/06/27/8571173.htm

	Feasibility

	Content generated in 6DoF

· Fortnite is available as a game and can be downloaded

· Other VR games are also available or in beta:

· Population: One 

· https://www.ign.com/articles/2019/01/11/population-one-isnt-quite-fortnite-vr-but-its-pretty-convincing
· http://www.populationonevr.com/
· https://uploadvr.com/ces-population-one-preview/
· https://vrgames.io/game/
Selected Devices/XR Platforms supporting this:

· Oculus Rift, Playstation VR, HTC Vive 

· These are tethered and connected devices

· Specifications are here: https://www.digitaltrends.com/virtual-reality/oculus-rift-vs-htc-vive/
· Oculus Go

· Oculus Quest is announced https://www.oculus.com/quest/
An important aspect is that the processing power of untethered devices is typically lower as all processing needs to be done on the device. The feasibility is likely improved by supporting the device with additional network processing.

Demos and Architectures are provided that show cloud and split rendering:

· NVIDIA Cloud Rendering: https://www.nvidia.com/object/gpu-cloud-rendering.html
· Google Cloud Rendering: https://www.zyncrender.com/
· Split Rendering: https://www.qualcomm.com/news/onq/2018/09/18/boundless-xr-new-era-distributed-computing
Potential Challenges:

· Getting end-to-end workflow in place

· Operational costs

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Network conditions that fulfill the QoS and QoE Requirements 

· Content Delivery Protocols

· Decoding, rendering and sensor APIs 

· Architectures for computing support in the network

· TR 22.842 provides a gap analysis in clause 5.3.6 that is in line with these needs


6.24
Video Game Live Streaming
	Use Case Description: Video Game Live Streaming (from S4-190075)

	The world championship in Fortnite are happening and the 100 best players meet. Millions of people want to follow the game online and connect to the live game streaming. Many of them connect over a 5G connected HMD and follow the game. The users can change their in game position by using controllers and body movement. Two types of positions are possible:

· Getting the exact view of one of the participants

· A spectactor view independent of the player view

Other users follow on a 2D screen.

In an extension of the game, the spectators "interact" with the players and the scene in a sense that the players hear cheering, get rewarded by presence of spectators, similar to a stadium experience.

The Twitch.TV experience is also available for standalone 5G connected devices.

	Categorization

	Type: VR

Degrees of Freedom: 6DoF

Delivery: Streaming, Split
Device: 2D screen or HMD with a controller

	Preconditions

	· Application is installed that permits to follow the game
· The application uses existing HW capabilities on the device, including A/V decoders, rendering functionalities as well as sensors. Inside-out Tracking is available.
· A serving architecture  is available that provides access to the game

· The game is rendered in the network

	Requirements and QoS/QoE Considerations

	· Required QoS: 
· Depends on the architecture, but similar considerations as for the Use Case in 6.23

· Required QoE: 

· Being timely close to the live gaming experience, in the extension, presence needs to provide a live participation experience.
· fast reaction to manual controller information, 

· reaction to head movement within immersive limits, 

· providing sufficient AV experience to enable presence. https://xinreality.com/wiki/Presence

	Feasibility

	Twitch shows that games are watched live with incredible statistics (https://sullygnome.com/):

· Fortnite has 1,412,048,240 watching hours over 365 days, this means it is more than 160,000 years
Spectator Mode in VR Games

· https://techcrunch.com/2018/11/09/can-the-startup-building-a-fortnite-for-vr-become-the-fortnite-of-vr/ , see towards the end

Similar considerations as for use case 6.23.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Coded Representation of Audio/Video Formats

· Content Delivery Protocols

· Decoding, rendering and sensor APIs

· Network conditions that fulfill the QoS and QoE Requirements

· Architectures and interfaces that permit such experiences


3 Proposed New Use Case: 5G Online Gaming Party
3.1 Motivation

Gaming servers are servers that are used to host games. If you have played an MMO (Massive Multiplayer Online) game, then you have connect to a gaming server. However, gaming servers may end up being limited. Instead of playing the kind of game you want to play, you’re stuck playing in the customized environment that’s required for massive server play.

A gaming server is a dedicated server or server cluster with the requisite amount of hardware and resources to be able to run the game fluidly. Games like World of Warcraft and Minecraft played online may run on non-controlled server environments. However, if you are able to setup a private server, you can play a version of a game with friends that provides dedicated resources. Going further, you may even charge people to play the game and setup a high-quality gaming environment.

Or you just simply set up a server to play with your friends and invite them for a Gaming Party.
In order to have multiple people playing these games with you, what is done today that you 
· either need to have a LAN party and a server at your house
· or you need a dedicated online server. With a dedicated server, you can play with your friends no matter where they are, as long as they have their own computer and an internet connection. Such servers are expected to be managed and the connection speed is guaranteed.
The key issue is, that you get the bandwidth and latency that you would get by a LAN party.
The same issue is discussed in the SA1 use case in 6.13 addressing potential proximity, either physically or at least virtually, supported by dedicated infrastructure. 
3.2 Description

6.25

5G Online Gaming party
	Use Case Description: 5G Online Gaming party

	In an extension to use case 6.23 on Online Immersive Gaming experience, the users join a Gaming Party either physically or virtually in order to experience maximum and controlled user experience. There are two setups for the party:
· The friends connect to a common server through 5G that provides managed resources and access guarantees to meet their high-demand requirements for gaming.

· The friends meet physically and connect to an infrastructure using wireless 5G connection. The setup explores all options, including connecting to a centralized infrastructure, but also possibly connecting HMDs using device to device communication. 

The experience is improved and especially very consistent compared to best effort connections they had been used to before.

	Categorization

	Type: VR

Degrees of Freedom: 6DoF

Delivery: Streaming, Interactive, Split
Device: HMD with a Gaming controller

	Preconditions

	· Gaming client is installed that permits to consume the game
· The application uses existing HW capabilities on the device, including game engines, rendering functionalities as well as sensors. Inside-out Tracking is available.
· Connectivity to the network is provided.

· Connectivity can be managed properly

· Devices may connect using device-to-device communication

	Requirements and QoS/QoE Considerations

	The requirements are similar to what is discussed in use case 6.25.

	Feasibility

	Feasiblity follows the previous discussions. However, a 5G Core Architecture that would provide such functionalities, would be needed. In addition, authentication for such "5G parties" is needed.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Network conditions that fulfill the QoS and QoE Requirements 

· Content Delivery Protocols

· Decoding, rendering and sensor APIs 

· Architectures for computing support in the network

· TR 22.842 provides a gap analysis in clause 5.3.6 that is in line with these needs

· Authentication to such groups

· Possible support for devce-to-device communication


4 Proposal

It is proposed to 
· add the new use cases to the Technical Report and ask for refinements
· Dismiss the use cases 6.13 and 6.14 as they are covered by the other use cases now[image: image1.png]
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