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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

[This TR documents collects information on eXtended Reality (XR) in the context of 5G radio and network services. Extended reality (XR) refers to all real-and-virtual combined environments and human-machine interactions generated by computer technology and wearables. It includes representative forms such as augmented reality (AR), augmented virtuality (AV), mixed reality (MR), and virtual reality (VR) and the areas interpolated among them.]
1
Scope

The present document collects information on eXtended Reality (XR) in the context of 5G radio and network services. The primary scope of this Technical Report is the documentation of the following aspects:

· Introducing Extended Reality by providing definitions, core technology enablers, a summary of devices and form factors, as well ongoing related work in 3GPP and elsewhere.

· Collecting and documenting core use cases in the context of Extended Reality
· Identifying relevant client and network architectures, APIs and media processing functions that support XR use cases

· Analysing and identifying the media formats (including audio and video), metadata, accessibility features, interfaces and delivery procedures between client and network required to offer such an experience

· Collecting key performance indicators and Quality-of-Experience metrics for relevant XR services and the applied technology components.

· Drawing conclusions on the potential needs for standardization in 3GPP.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
3GPP TR 26.918: "Virtual Reality (VR) media services over 3GPP".
[3]
3GPP TS 26.118: "3GPP Virtual reality profiles for streaming applications".
[4]
ARCore, https://developers.google.com/ar/
[5]
ARKit, https://developer.apple.com/arkit/
[6]
3GPP TR 22.842: "Study on Network Controlled Interactive Service in 5GS".
…

[x]
<doctype> <#>[ ([up to and including]{yyyy[-mm]|V<a[.b[.c]]>}[onwards])]: "<Title>".

It is preferred that the reference to 21.905 be the first in the list.

3
Definitions, symbols and abbreviations
Delete from the above heading those words which are not applicable.

Clause numbering depends on applicability and should be renumbered accordingly.

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Definition format (Normal)

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format (EW)

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

Abbreviation format (EW)

3DoF
Three Degrees of Freedom

6DoF
Three Degrees of Freedom

AR
Augmented Reality

CDN
Content Delivery Network

DoF
Degrees of Freedom

FOV
Field-Of-View

FPS
Frames Per Second

HMD
Head-Mounted Display

MMS
Multimedia Messaging Service

MOBA
Multiplayer Online Battle Arena

MR
Mixed Reality

PBR

Physically-Based Rendering
RTT
Round Trip Time
ToF
Time of Flight

VR




Virtual Reality

XR




Extended reality
4
Introduction to Extended Reality
4.1
XR Terms and Definitions

4.1.1 
Different Types of Realities

The scope of this Technical Report is the introduction of eXtended Reality (XR) to 3GPP services and networks. eXtended Reality (XR) is an umbrella term for different types of realities as shown in Figure 4.1-1. The figure also shows different application domains of XR such as entertainment, healthcare, education, etc. The different terms are defined in the following, reusing and extending some definitions from TR26.918 [2].
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Figure 4.1-1 Different Types of Realities and some applications
Virtual reality (VR) is a rendered version of a delivered visual and audio scene. The rendering is designed to mimic the visual and audio sensory stimuli of the real world as naturally as possible to an observer or user as they move within the limits defined by the application. Virtual reality usually, but not necessarily, requires a user to wear a head mounted display (HMD), to completely replace the user's field of view with a simulated visual component, and to wear headphones, to provide the user with the accompanying audio. Some form of head and motion tracking of the user in VR is usually also necessary to allow the simulated visual and audio components to be updated in order to ensure that, from the user's perspective, items and sound sources remain consistent with the user's movements. Additional means to interact with the virtual reality simulation may be provided but are not strictly necessary.
Augmented reality (AR) is when a user is provided with additional information or artificially generated items or content overlaid upon their current environment. Such additional information or content will usually be visual and/or audible and their observation of their current environment may be direct, with no intermediate sensing, processing and rendering, or indirect, where their perception of their environment is relayed via sensors and may be enhanced or processed.

Mixed reality (MR) is an advanced form of AR where some virtual elements are inserted into the physical scene with the intent to provide the illusion that these elements are part of the real scene. 
Extended reality (XR) refers to all real-and-virtual combined environments and human-machine interactions generated by computer technology and wearables. It includes representative forms such as AR, MR and VR and the areas interpolated among them. The levels of virtuality range from partially sensory inputs to fully immersive VR. A key aspect of XR is the extension of human experiences especially relating to the senses of existence (represented by VR) and the acquisition of cognition (represented by AR).
Other terms used in the context of XR are Immersion as the sense of being surrounded by the virtual environment as well as Presence providing the feeling of being physically and spatially located in the virtual environment. The sense of presence provides significant minimum performance requirements for different technologies such as tracking, latency, persistency, resolution and optics (see for example https://xinreality.com/wiki/Presence for more details).
4.1.2
Degrees of Freedom and Tracking
[User want to interact and act in extended realities as shown in Figure 4.1-2. Actions and interactions involve movements, gestures, body reactions. Thereby, Degrees of Freedom (DoF) describes the number of independent parameters used to define movement of a viewport in the 3D space.
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Figure 4.1-2 Different degrees of freedom for a user in extended realities
Typically, the following different types of Degrees-of-Freedom are described (and also shown in Figure 4.1-3).
· 3DoF: Three rotational and un-limited movements around the X, Y and Z axes (respectively pitch, yaw and roll). A typical use case is a user sitting in a chair looking at 3D 360 VR content on an HMD (see Figure 4.1-3 (a)).
· 3DoF+: 3DoF with additional limited translational movements (typically, head movements) along X, Y and Z axes. A typical use case is a user sitting in a chair looking at 3D 360 VR content on an HMD with the capability to slightly move his head up/down, left/right and forward/backward (see Figure 4.1-3 (b)). 

· 6DoF: 3DoF with full translational movements along X, Y and Z axes. Beyond the 3DoF experience, it adds (i) moving up and down (elevating/heaving); (ii) moving left and right (strafing/swaying); and (iii) moving forward and backward (walking/surging). A typical use case is a user freely walking through 3D 360 VR content (physically or via dedicated user input means) displayed on an HMD (see Figure 4.1-3 (d)).

· Constrained 6DoF: 6DoF with constrained translational movements along X, Y and Z axes (typically, a couple of steps walking distance). A typical use case is a user freely walking through VR content (physically or via dedicated user input means) displayed on an HMD but within a constrained walking area (see Figure 4.1-3 (c)).
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	(a) 3DoF
	(b) 3DoF+
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	(c) Constrained 6DoF
	(d) 6DoF


Figure 4.1-3 Different degrees of freedom
Another term for Omnidirectional 6DoF is Room Scale VR being a design paradigm for XR experiences which allows users to freely walk around a play area, with their real-life motion reflected in the XR environment. 
This motion can be sensed by Positional Tracking, i.e. the process of tracing the scene coordinates of moving objects in real-time, such as HMDs or motion controller peripherals. Positional Tracking allows to derive the Pose, i.e. the combination of position and orientation of an object. Different type of tracking exist:
· Outside-In Tracking: a form of positional tracking and, generally, it is a method of optical tracking. Tracking sensors placed in a stationary location and oriented towards the tracked object that moves freely around a designated area defined by sensor coverage. 
· Inside-out Tracking: a method of positional tracking commonly used in virtual reality (VR) technologies, specifically for tracking the position of head-mounted displays (HMDs) and motion controller accessories whereby the location of the cameras or other sensors that are used to determine the object’s position in space are located on the device being tracked (e.g. HMD).
· World Tracking: a method to create AR experiences that allow a user to explore virtual content in the world around them with a device's back-facing camera using a device's orientation and position, and detecting real-world surfaces, as well as known images or objects.
Some other relevant definitions

· Foveated rendering: a method for which an image is rendered with different resolutions. Some parts of the image have higher resolution, while others would have lower. Foveated rendering increases the resolution or sharpens the part of the image your eyes are focused on and reduces the resolution or blurs the other parts of the image. This process mimics how humans view the world in real life.
· Parallax is the relative movement of objects as a result of a change in point of view. When objects move relative to each other, users to estimate their size and distance.
· Occlusion is the phenomena when one object in a 3D space is blocking another object from view. 
· Field of view or FOV is the extent of observable world at any given moment. Field of view is usually measured in degrees.
4.2 Baseline Technologies

[<Introduces Baseline Technologies enabling Extended Reality – more details are collected in permanent document initially>
4.2.1
Introduction

4.2.2
Content Representation of Immersive Content

4.2.3
Capturing Systens and Production

4.2.4
Software Platforms and Ecosystems

4.2.5
XR Compute Platforms

4.2.6
Compression Technologies
]
4.2.7 Delivery Technologies
For the purpose of classifying use cases, this clause defines delivery categories for XR experiences. The following categories are defined:

· Download: An XR experience is downloaded and consumed offline without requiring a connection. All media and experience related traffic is downlink

· (Passive) Streaming: The experience is consumed in real-time from a network server. The user does not interact with the XR experience, or if interacting with the XR experience, the interaction is not triggering any uplink traffic. All media related traffic is downlink. 

· Interactive (Streaming): The experience is consumed in real-time from a network server. The user (or the device automatically) interacts with the XR experience and the interaction changes the delivered content. The traffic is predominantly downlink, but small traffic is uplink, e.g. pose information. Different flavours of interaction exist, for example viewport adaptation, gaming events, etc. Interaction delay limit requirements may be different, ranging immersive latency requirements to more static selection interaction.

· Conversational: The experience is generated, shared and consumed in real-time from two or more participants with conversational latency requirements.

· Split Compute/Rendering: Network functions support processing of immersive scenes and the delivery is split into more than one connection, e.g. Split rendering, Edge Computing, etc. The latency and interaction requirements again depend on the use case and the architecture implementation
A more detailed analysis of architectures in the context of 5G is provided in clause 6.

4.3
Devices and Form Factors

<Provides an overview of devices and form factors in the context of Extended Reality  – more details are collected in permanent document initially>
4.4
Related Information in 3GPP

<summarizes the work in 3GPP related to Extended Reality  – more details are collected in permanent document initially>
4.5
Related Standards Work outside 3GPP

<summarizes the work in 3GPP related to Extended Reality – more details are collected in permanent document initially>
5
Core Use Cases for Extended Reality
5.1
Introduction

This clause documents core consolidated use cases and scenarios for extended reality. These have been derived from the use cases collected in Annex A.
6
Architectures for Extended Reality
<Network and Device architectures, interfaces>
7
Media Processing Functions and Media Formats for Extended Reality
<Provides core media processing functions for extended reality>
8
Quality-of-Experience and Quality-of-Service for Extended Reality
<provides quality aspects for extended reality, addresses media quality as well latencies, potentially adds subjective tests>
9
Gap Analysis, Recommended Objectives and Candidate solutions for Extended Reality Use Cases

<maps the use cases to the architectures, media processing functions and QoE considerations and identifies gaps, recommended objectives and candidate solutions>

10
Potential Normative Work for 3GPP
<maps the use cases to the architectures, media processing functions and QoE considerations and identifies gaps, recommended objectives and candidate solutions>
11
Conclusions
Annex A:
Collection of XR Use Cases
A.1
Introduction and Template
In order to collect relevant service scenario and core use cases in the context of XR, this Annex documents collected individual use cases and the established processes to collect those use cases. 
The following procedure was applied for adding to the Technical Report:

· There is consensus that the use case is understood, relevant and in scope of the Study Item

· A feasibility study is provided and considered sufficient. Some examples on what is expected on feasibility is provided below.

· How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?

· What are the technology challenges to make this use case happen?

· Do you have any implementation information?

· Demos

· Proof of concept

· Existing services

· References

· Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?
· Beyond use case description and feasibility, the template includes sufficient information on

· Categorization: Type, Degrees of Freedom, Delivery Type, Device

· Preconditions: What is necessary to make this work?

· QoS Considerations: What network capabilities are needed, e.g. bitrate, latency, etc.?

· QoE Considerations: What is expected that the user is satisfied with the quality?

· Potential Standardization Status and Needs: This may include 3GPP relevant standards or external standards

For use cases that are moved to the Technical Report, in the course of the study item, is expected that the following aspects are addressed:

1) The use case is mapped to one or multiple architectures. 

2) For each use case the functions and interfaces are defined, and the requirements are developed to address the use case.

3) Specific requirements include

a. Architectural requirements

b. Network and QoS requirements

c. Media Processing requirements

d. More detailed QoE requirements
The template provided in Table A.1-1 is recommended to be used for this collection. 

Table A.1-1 Proposed Use Case Collection Template

	Use Case Name

	

	Description

	

	Categorization

	Type: AR, VR, XR, MR

Degrees of Freedom: 2D, 3DoF, 3DoF+, OD 6DoF, 6DoF

Delivery: Download, Streaming, Interactive, Conversational, Split
Device: Phone, HMD, Glasses, Automotive Heads-up, others

	Preconditions

	<provides conditions that are necessary to run the use case, for example support for functionalities on the end device or network>

	Requirements and QoS/QoE Considerations

	<provides a summary on potential requirements as well as considerations on KPIs/QoE as well as QoS requirements>

	Feasibility

	<How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?
· What are the technology challenges to make this use case happen?
· Do you have any implementation information?
· Demos
· Proof of concept
· Existing services
· References
· Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?

>

	Potential Standardization Status and Needs

	<identifies potential standardization needs>


Table 6.2 provides an overview of the use cases and their characterization.
Table 6.2 Overview of Use cases

	No
	Use Case
	Type
	Delivery
	Device

	1
	3D Image Messaging
	AR
	Download
	Phone

	2
	AR Sharing
	AR, MR
	Download
	Phone

	3
	Streaming of Immersive 6DoF
	VR
	Streaming
Interactive
Split
	HMD and controller

	4
	Emotional Streaming
	2D and VR
	Streaming
Interactive
	Phone and HMD

	5
	Untethered Immersive Online Gaming
	VR
	Streaming, Interactive, Split
	HMD with a Gaming controller

	6
	Video Game Live Streaming
	VR
	Streaming, Split
	2D screen or HMD with a controller


A.2
Use Case 1: 3D Image Messaging

	Use Case Description: 3D Image Messaging

	Alice uses her phone that is equipped with a depth camera to capture an image of a statue in 3D. The phone captures a set of images and builds a 3D model of the object. After a few seconds the 3D image is ready to share and Alice sends the image to Bob as an MMS message.

	Categorization

	Type: AR

Degrees of Freedom: 3DoF+ or 6DoF

Delivery: Upload and Download
Device: Phone

	Preconditions

	· Phone is equipped with 3D capture capabilities, such as depth camera or a stereo camera on the back of the phone, possibly supported by an app for processing multiple images.

· Phone is equipped with a 3D image viewer

	Requirements and QoS/QoE Considerations

	· QoS: Reliable delivery of a File of a few MByte distributed over MMS

· QoE: Quality of the 3D object representation, level of details

	Feasibility

	New smartphone releases, such as the Samsung A7, are equipped with a Time of Flight (ToF) depth camera (see for example https://en.wikipedia.org/wiki/Time-of-flight_camera) that can be used to build accurate 3D models of objects of interest. Compared to structured light cameras, ToF do not require a large baseline to achieve good depth accuracy.

Applications such as the Facebook 3D Photo are using the stereo camera on the back of some iPhone models to generate a 3D model using a set of pictures taken consecutively. To compensate for the small baseline, complex processing (e.g. deep model to reconstruct the depth map) may be required.

The 3D image can be stored as a point cloud, a mesh, or a layered image. The content maybe compressed to reduce the message size. The content is identified through its mime type and can be embedded with other content such as text.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Standardized formats for 3D images, e.g. meshes, point clouds, and/or depth-layered images 

· Extensions to MMS to support 3D images


A.3
Use Case 2: AR Sharing

	Use Case Description

	Alice is shopping for a new couch at the furniture store close to her. Alice finds a couch that she likes and wants to check Bob’s opinion who sits back home. Alice scans a QR code with her phone to download a 3D model of the couch and sends it to Bob via MMS. Bob places the virtual model of the couch on a plane surface in the living room. Bob likes how the couch fits in their living room and captures a 3D picture of the room with the couch and shares it with Alice.

	Categorization

	Type: AR, MR

Degrees of Freedom: 6DoF

Delivery: Local, Messaging Download and Upload
Device: Phone

	Requirements and QoS/QoE Considerations

	· QoS: Reliable Delivery (Upload and Download) of a File of a few or several MByte 

· QoE: Quality of the 3D object representation, level of details

	Preconditions

	· Bob’s smartphone has support for AR technology

	Feasibility

	We will increasingly see modeling of sale items in 3D. This will facilitate purchase decisions for millions of customers. Texture of the 3D models may vary to reflect available choices for the item. 

A user can use ARCore [4] or ARKit [5] to detect flat surfaces and place the 3D model on it. The AR scene can be captured with the real scene in the background and the 3D object in the foreground. 

To achieve physically-based rendering (PBR), additional characteristics of the 3D object’s texture are stored. These may include properties such as specular, diffuse, transparency, reflectivity, etc.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Standardized format for 3D objects is needed

· Standardized format for mixed reality 3D scenes is needed

· Extensions to MMS to support sharing of 3D objects and scenes

	Use Case Description

	Alice is shopping for a new couch at the furniture store close to her. Alice finds a couch that she likes and wants to check Bob’s opinion who sits back home. Alice scans a QR code with her phone to download a 3D model of the couch and sends it to Bob via MMS. Bob places the virtual model of the couch on a plane surface in the living room. Bob likes how the couch fits in their living room and captures a 3D picture of the room with the couch and shares it with Alice.

	Categorization

	Type: AR, MR

Degrees of Freedom: 6DoF

Delivery: Local, Messaging

Device: Phone

	Requirements and QoS/QoE Considerations

	· QoS: File of a few MB distributed over MMS

· QoE: Quality of the 3D object representation, level of details

	Preconditions

	· Bob’s smartphone has support for AR technology

	Feasibility

	We will increasingly see modeling of sale items in 3D. This will facilitate purchase decisions for millions of customers. Texture of the 3D models may vary to reflect available choices for the item. 

A user can use ARCore [4] or ARKit [5] to detect flat surfaces and place the 3D model on it. The AR scene can be captured with the real scene in the background and the 3D object in the foreground. 

To achieve physically-based rendering (PBR), additional characteristics of the 3D object’s texture are stored. These may include properties such as specular, diffuse, transparency, reflectivity, etc.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Standardized format for 3D objects is needed

· Standardized format for mixed reality 3D scenes is needed

· Extensions to MMS to support sharing of 3D objects and scenes


A.4
Use Case 3: Streaming of Immersive 6DoF
	Use Case Description: Streaming of Immersive 6DoF

	Alice consumes a recorded highlight of a basketball match being seated close to the court by using an application on the 5G enabled HMD. For this, Alice wears an HMD together with a 6DoF manual controller. The HMD is connected to a 5G network but has no other tethered connection. The 6DoF controller allows to change the viewing position (i.e. the seat) and looking at the action from different angles. In addition, restricted local 6DoF movement of Alice at a location enables to locally interact with the scene based on HMD sensors. Even more the controller allows to rewind, slow mo and pause the scene. In the pause or slow-motion mode, the scene can be viewed from different angles using the controller and head motion. The scene is overlaid with information that helps Alice to navigate through the scene. Alice feels present in the scene. 
In an extension to the use case, the game is consumed in a live mode.

	Categorization

	Type: VR

Degrees of Freedom: 3DoF+, 6DoF

Delivery: Streaming, Interactive, Split
Device: HMD with a controller

	Preconditions

	· Application is installed that permits to consume the scene

· The application uses existing HW capabilities on the device, including A/V decoders, rendering functionalities as well as sensors. Inside-out Tracking is available.
· Media is captured properly and accessible on a server, preferably on a CDN.

	Requirements and QoS/QoE Considerations

	· Required QoS: 
· Bitrates and Latencies that are sufficient to render the viewport within the immersive limits. 

· Some numbers are provided here: https://www.roadtovr.com/nextvr-latest-tech-is-bringing-new-levels-of-fidelity-to-vr-video/
· in the best case scenario with 8 Mbps bandwidth, the company can now stream 20 pixels per degree. Keep in mind, that’s also in stereo and at 60 FPS

· plans to roll out this higher-res playback
· If full 6DoF with presence needs to be enabled, up to 100 Mbit/s may be necessary. 

· However, with viewport adaptive streaming and/or split rendering architectures, the requirements on bitrates may be lower, but the latency requirements may increase. A more detailed study is necessary.
· Required QoE: 

· Fast startup of the service, 

· fast reaction to manual controller information, 

· reaction to head and limited body movement within immersive limits, 
· seamless experiences when moving across positions
· providing sufficient AV experience to enable presence. https://xinreality.com/wiki/Presence
· highest image quality, stereoscopy 
· should also work in slow motion

	Feasibility

	Content generated in 6DoF

· 6DoF content is generated by companies such as NextVR ™:

· https://www.roadtovr.com/nextvr-latest-tech-is-bringing-new-levels-of-fidelity-to-vr-video/
· https://www.digitaltrends.com/home-theater/nextvr-nba-league-pass-writing-future-of-vr/
· https://www.vrfocus.com/2019/02/nextvr-and-qualcomm-to-demo-5g-6dof-vr-streaming-at-mwc19/
· "Fearless is designed to play on a 5G enabled handset powered by the Qualcomm Snapdragon 855 Mobile Platform and features six-degrees-of-freedom (6DoF) streaming."

· https://www.benzinga.com/pressreleases/19/02/r13233697/nextvr-to-demonstrate-6dof-vr-streaming-over-5g-and-new-ar-portal-at-m
· To create Fearless ™, NextVR™ used a state-of-the-art, proprietary camera that generates the 6DoF volume in ultra-high resolution.
· This includes 6DoF captured audio and video
Selected Devices/XR Platforms supporting this:

· Oculus Quest ™ is announced https://www.oculus.com/quest/
· Vive Cosmos ™
· https://uploadvr.com/vive-cosmos-everything-we-know/
· Qualcomm ™ reference design:

· https://www.vrandfun.com/the-qualcomm-snapdragon-855-will-be-able-to-deliver-up-to-8k-360-video-playback/
· https://www.roadtovr.com/qualcomm-reference-headset-2x-pixels-vive-pro-ces-2018/
· https://venturebeat.com/2019/02/25/qualcomms-5g-xr-viewers-will-stop-the-wave-of-mediocre-ar-headsets/
· https://www.i4u.com/2019/02/130947/qualcomm-pushes-5g-connected-ar-and-vr-viewers
Potential challenges to make this happen within 3 years

· Broadly available high-quality 6DoF and volumetric capturing systems. There are still not enough variety of volumetric content to get a feel for how it would handle more challenging scenes like those with closer and/or faster moving objects
· Broad availability of HMDs and end devices supporting the playback

· Availability of access bandwidth to stream such services

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Coded Representation of Audio/Video Formats as well as geometry data
· Scene composition and description

· Storage and Cloud Access Formats
· Delivery Architectures to support 6DoF Streaming
· Content Delivery and Streaming Protocols

· Decoding, rendering and sensor APIs
· Network conditions that fulfill the QoS and QoE Requirements


A.5
Use Case 4: Emotional Streaming
	Use Case Description: Emotional Streaming

	Bob is watching a horror movie using a 5G connected HMD. He is fascinated, but his body reaction, eye rolling, and other attributes are collected and are used to create a personalized story line. Movie effects are adjusted for personal preferences while reactions are collected when watching the movie. Bob’s emotional reactions determine the story-line.
Alice is watching the same story on her newest 5G connected smart phone.

	Categorization

	Type: 2D interactive, VR and AR

Degrees of Freedom: 2D, 3DoF+, 6DoF
Delivery: Streaming, Interactive, Split
Device: Phone and HMD

	Preconditions

	· Application is installed that permits to consume the story
· The application uses existing HW capabilities on the device, including A/V decoders, rendering functionalities as well as sensors

· The application uses AI functionalities to extract personalized reactions based on sensor tracking

	Requirements and QoS/QoE Considerations

	· QoS: 

· Bitrates and Latencies that are sufficient to render the viewport within the immersive limits or at least to react to the emotions
· QoE: 

· Sufficiently fast reaction to body emotion feedback, 

· for HMD, reaction to head movement within immersive limits, 

· providing sufficient AV experience to enable presence.
· Streaming with seamless transitions from one scene to either of the choices

	Feasibility

	https://www.cnet.com/news/with-5g-you-wont-just-be-watching-video-itll-be-watching-you-too/
Interactive and branching content

· Netflix's Bandersnatch ™ provides an example for content interactive streaming.

· Also games use similar decision making trees. Examples are provided here:

· http://skipabeatgame.com/
· https://www.digitaltrends.com/cool-tech/bring-to-light-heart-rate-vr/
· https://vrscout.com/news/vr-horror-game-tracks-heart-rate/
Device Features

· Facial expression tracking with AI is available on mobile devices

· Eye Tracking combined with AI is available on mobile devices

· IoT/Wearable devices provide the ability to measure biometric metrics such as heart beat and other stress detecting factors (skin changes, etc.) and may be connected with app

Biometric and Emotion Tracking Technologies are summarized:

· https://blog.therachat.io/emotion-tracking/
· https://www.aplanforliving.com/6-wearables-to-track-your-emotions/
· https://www.inc.com/magazine/201607/tom-foster/lightwave-monitor-customer-emotions.html

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Coded Representation of Audio/Video Formats
· Seamless splicing and smooth transitions across storylines
· Scene composition and description

· Storage and Cloud Access Formats

· Content Delivery Protocols

· Decoding, rendering, sensor and emotion tracking APIs

· Biometrics and Emotion Metadata definition and delivery


A.6
Use Case 5: Untethered Immersive Online Gaming
	Use Case Description: Untethered Immersive Online Gaming

	100 friends play Fortnite Battle Royal ™. Of the the 100 friends, several are on travel and connect on a stand-alone HMD. The HMD has a with 5G connection.

Fortnite Battle Royale ™ is a free-to-play battle royale video game. As a battle royale game, Fortnite Battle Royale features up to 100 players, alone, in duos, or in squads of up to four players, attempting to be the last player or group alive by killing other players or evading them, while staying within a constantly shrinking safe zone to prevent taking lethal damage from being outside it. Players start with no intrinsic advantages, and must scavenge for weapons and armor to gain the upper hand on their opponents. The game features cross-platform play between the platforms that was limited for the first five seasons, before the restrictions were eased.
Other popular VR games are here:

· https://veer.tv/blog/30-best-vr-games-for-playstation-vr-oculus-rift-htc-vive-in-2018/
· https://uploadvr.com/best-psvr-games/
· https://www.digitaltrends.com/gaming/best-psvr-games/
· Population: One  ™
· https://www.ign.com/articles/2019/01/11/population-one-isnt-quite-fortnite-vr-but-its-pretty-convincing
· http://www.populationonevr.com/
· https://uploadvr.com/ces-population-one-preview/
· https://vrgames.io/game/

	Categorization

	Type: VR

Degrees of Freedom: 6DoF

Delivery: Streaming, Interactive, Split
Device: HMD with a Gaming controller

	Preconditions

	· Gaming client is installed that permits to consume the game
· The application uses existing HW capabilities on the device, including game engines, rendering functionalities as well as sensors. Inside-out Tracking is available.
· Connectivity to the network is provided .

	Requirements and QoS/QoE Considerations

	· Collected Statistics:

· https://www.zdnet.com/article/how-fortnite-approaches-analytics-cloud-to-analyze-petabytes-of-game-data/
· Fortnite ™ processes 92 million events a minute and sees its data grow 2 petabytes a month
· Akamai ™ said Fortnite set a game traffic record on its network July 12 with 37 terabytes 
· https://www.techadvisor.co.uk/feature/game/how-much-data-does-fortnite-use-3683618/per second delivered across its platform.
· We checked our data usage, and according to the tool, the 15-minute session used 12.4MB of mobile data. That may sound like a lot, but it’s the equivalent of streaming a one- or two-minute video on YouTube ™. It may vary slightly depending on a number of factors, but we estimate Fortnite uses between 10-15MB per 15 minutes of gameplay, or around 50-60MB per hour.
· Required QoS: 
· https://broadbandnow.com/guides/best-internet-service-setup-serious-gamers
· Any connection over 2 mbps with less than 75ms ping should work well for 99% of games.
· the main factors affecting your gameplay are:

· Efficiency of your network

· Distance to other players in multiplayer games

· QoS and network prioritization might not matter much for the average Internet user, but for gamers it can make a big difference in network lag.
· Ping is king.
· Different scenarios need to be looked at, for example where the rendering is happening. 
· Required QoE: 

· fast reaction to manual controller information, 

· reaction to head movement within immersive limits, 

· providing sufficient gaming rendering experience to enable presence.
· https://xinreality.com/wiki/Presence
· supporting frame rate not lower than 60 FPS and resolution not lower than 8K
The TR22.842 [6] provides some information as well, please refer to clause 5.3.1. Summary of some discussions:

· Latency requirements for online games may be very tight. Examples

· Current mainstream FPS (First Person Shooter) game requires 60 frames per second, which means frame interval is 16.67ms.  If rendering is done in the cloud and taking out the delay for rendering and encoding/decoding processing, the network round trip time (RTT) delay should be less than 5ms. 
· MOBA (Multiplayer Online Battle Arena) game requires 20ms RTT.
· Resolutions and frame rates need to be sufficiently high: higher than 60 FPS and 8K resolution
· Packet loss rates should be low as game experiences degrade quickly 

And some references from TR22.842

· O. Abari, D. Bharadia, A. Duffield, and D. Katabi, “Cutting the Cord in Virtual Reality,” in Proceedings of the 15th ACM Workshop on Hot Topics in Networks. ACM, 2016, pp. 162–168.

· E. Bastug, M. Bennis, M. Médard, and M. Debbah, “Toward Interconnected Virtual Reality: Opportunities, Challenges, and Enablers,” IEEE Communications Magazine, vol. 55, no. 6, pp. 110–117, 2017.

· Athul Prasad, Mikko A. Uusitalo, David Navrátil, and Mikko Säily, “Challenges for Enabling Virtual Reality Broadcast Using 5G Small Cell Network”,  IEEE Wireless Communications and Networking Conference Workshops, pp. 220-225, 2018.
· Mohammed S. Elbamby, Cristina Perfecto, Mehdi Bennis, and Klaus Doppler, “Toward Low-Latency and Ultra-Reliable Virtual Reality”, IEEE Network, March/April, 2018.
· Orlosky, Jason & Kiyokawa, Kiyoshi & Takemura, Haruo, “Virtual and Augmented Reality on the 5G Highway”, Journal of Information Processing, 25. 133-141. 10.2197/ipsjjip.25.133.

· J. Huang, Z. Chen, D. Ceylan and H. Jin, “6-DOF VR videos with a single 360-camera”, 2017 IEEE Virtual Reality (VR), Los Angeles, CA, 2017, pp. 37-44. doi: 10.1109/VR.2017.7892229.

· Impact of Packet Losses on the Quality of Video Streaming, https://www.diva-portal.org/smash/get/diva2:831420/FULLTEXT01.pdf
· New Study from GSMA and CAICT Forecasts That China Will Be the World's Largest 5G Market by 2025, https://www.webscalenetworking.com/news/2017/06/27/8571173.htm

	Feasibility

	Available Games
· Fortnite ™ is available as a game and can be downloaded

· Other VR games are also available or in beta:

· Population: One ™
· https://www.ign.com/articles/2019/01/11/population-one-isnt-quite-fortnite-vr-but-its-pretty-convincing
· http://www.populationonevr.com/
· https://uploadvr.com/ces-population-one-preview/
· https://vrgames.io/game/
Selected Devices/XR Platforms supporting this:

· Oculus Rift ™, Playstation VR ™, HTC Vive ™ 

· These are tethered and connected devices

· Specifications are here: https://www.digitaltrends.com/virtual-reality/oculus-rift-vs-htc-vive/
· Oculus Go ™
· Oculus Quest ™ is announced https://www.oculus.com/quest/
An important aspect is that the processing power of untethered devices is typically lower as all processing needs to be done on the device. The feasibility is likely improved by supporting the device with additional network processing.

Demos and Architectures are provided that show cloud and split rendering:

· NVIDIA ™ Cloud Rendering: https://www.nvidia.com/object/gpu-cloud-rendering.html
· Google ™ Cloud Rendering: https://www.zyncrender.com/
· Split Rendering: https://www.qualcomm.com/news/onq/2018/09/18/boundless-xr-new-era-distributed-computing
Potential Challenges:

· Getting end-to-end workflow in place

· Operational costs

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Network conditions that fulfill the QoS and QoE Requirements 

· Content Delivery Protocols

· Decoding, rendering and sensor APIs 

· Architectures for computing support in the network

· TR 22.842 provides a gap analysis in clause 5.3.6 that is in line with these needs


A.7
Use Case 6: Immersive Game Spectator Mode
	Use Case Description: Immersive Game Spectator Mode

	The world championship in Fortnite ™ are happening and the 100 best players meet. Millions of people want to follow the game online and connect to the live game streaming. Many of them connect over a 5G connected HMD and follow the game. The users can change their in-game position by using controllers and body movement. Two types of positions are possible:

· Getting the exact view of one of the participants

· A spectactor view independent of the player view

Other users follow on a 2D screen.

In an extension of the game, the spectators "interact" with the players and the scene in a sense that the players hear cheering, get rewarded by presence of spectators, similar to a stadium experience.

The Twitch.TV ™ experience is also available for standalone 5G connected devices.

	Categorization

	Type: VR

Degrees of Freedom: 6DoF

Delivery: Streaming, Split
Device: 2D screen or HMD with a controller

	Preconditions

	· Application is installed that permits to follow the game
· The application uses existing HW capabilities on the device, including A/V decoders, rendering functionalities as well as sensors. Inside-out Tracking is available.
· A serving architecture  is available that provides access to the game

· The game is rendered in the network

	Requirements and QoS/QoE Considerations

	· Required QoS: 
· Depends on the architecture, but similar considerations as for the Use Case 5 in A.6

· Required QoE: 

· Being timely close to the live gaming experience, in the extension, presence needs to provide a live participation experience.
· fast reaction to manual controller information, 

· reaction to head movement within immersive limits, 

· providing sufficient AV experience to enable presence. https://xinreality.com/wiki/Presence

	Feasibility

	Twitch shows that games are watched live with incredible statistics (https://sullygnome.com/):

· Fortnite ™ has 1,412,048,240 watching hours over 365 days, this means it is more than 160,000 years
Spectator Mode in VR Games

· https://techcrunch.com/2018/11/09/can-the-startup-building-a-fortnite-for-vr-become-the-fortnite-of-vr/ , see towards the end

Similar considerations as for use case 5 in clause A.6.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Coded Representation of Audio/Video Formats

· Content Delivery Protocols

· Decoding, rendering and sensor APIs

· Network conditions that fulfill the QoS and QoE Requirement
· Architectures and interfaces that permit such experiences
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