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1 Introduction

A new work item on “Support of Immersive Teleconferencing and Telepresence for Remote Terminals” (ITT4RT) as defined in SP-180985 was approved during SA#82 in Dec. 2018.
The objective of this Work Item is to specify VR support in MTSI in TS 26.114 and IMS-based Telepresence in TS 26.223 to enable support of an immersive experience for remote terminals joining teleconferencing and telepresence sessions. For MTSI, the work is expected to enable scenarios with two-way audio and one-way immersive video, e.g., a remote single user wearing an HMD participates to a conference will send audio and optionally 2D video (e.g., of a presentation, screen sharing and/or a capture of the user itself), but receives stereo or immersive voice/audio and immersive video captured by an omnidirectional camera in a conference room connected to a fixed network.

More specifically, this work item aims to conduct normative work in TS 26.114 and also in TS 26.223, toward specifying the following aspects for immersive video and immersive voice/audio support:

a) Recommendations of audio and video codec configurations (e.g., profile, level, and encoding constraints of IVAS, EVS, HEVC, AVC as applicable) to deliver high quality VR experiences

b) Constraints on media elementary streams and RTP encapsulation formats

c) Recommendations of SDP configurations for negotiating of immersive video and voice/audio capabilities. For immersive voice and audio considerations using IVAS, this is dependent on specification of the IVAS RTP payload format to be developed as part of the IVAS WI

d) An appropriate signalling mechanism, e.g., RTP/RTCP-based, for indication of viewport information to enable viewport-dependent media processing and delivery

The RTP payload format and SDP parameters to be developed under the IVAS WI will be considered to support use of the IVAS codec for immersive voice and audio. The RTP payload format and SDP parameters for HEVC will be considered to support immersive video.
For video codec(s), use of omnidirectional video specific Supplemental Enhancement Information (SEI) messages for carriage of metadata required for rendering of the omnidirectional video will be considered. Suitable video codec configurations for omnidirectional video specified in TS 26.118 as part of the VRStream Rel-15 work item will also be considered, subject to their applicability to the conversational service environment.

In case the IVAS codec cannot be finalized in the time frame of this work item, this work will provide only limited support for immersive voice/audio using the EVS codec based on multi-mono EVS coding, and in that case, full support for immersive voice/audio will be added subsequently when the IVAS codec is available as a separate work item.

Note that it is envisioned that work outside this work item will address suitable acoustic requirements in sending and receiving, considering stereo/immersive audio is not supported by current acoustic tests in TS 26.131 and TS 26.132, and taking into account objective requirements defined in TS 26.260.
This permanent document addresses the requirements, working assumptions and potential solution aspects for this Work Item.

2 Use Cases

[Ed. Note: Could include potential use-case-specific requirements.]
[Ed. Note: The following use case related aspects were agreed in principle at SA4#102, and were expected to be formulated as use case descriptions in the future:

1) Multiple single-user participants are allowed. Communications between the single users can be conventional MTSI/Telepresence communications. MMCMH could be used, and if that is used, then media data can be transmitted in separate media streams, and the layout of different participants is up to the client application/implementation.

2) One 360 camera per location in multi-party conference scenarios involving multiple physical locations are allowed.
3) Both in-camera stitching and network-based stitching are allowed.]
3 Requirements

TBD
4 Architecture

TBD [Ed. Note: Could include call flows as appropriate.]

5 Potential Solutions
TBD
6 Working Assumptions
TBD]
7 References

TBD

