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1. Overall Description:

3GPP SA4 would like to thank you for your liaison on the update of the ILE activities.
As requested, 3GPP SA4 is pleased to provide you with information on the past workshop VR Ecosystem & Standards that was held in December 2017 in Santa Clara.

All the presentations are publicly available and can be found at the following link:

http://www.3gpp.org/ftp/workshop/2017-12-04_SA4-VRIF_virtual_reality/docs
Hereafter you will find a brief summary of the presentations made during this event.

1.1
VR standardization overview

MPEG:

· Work done:

· presentation of OMAF (Omnidirectional Application Format) including support for different projection maps and packing modes, definition of static and timed metadata, fisheye configuration; enabling the distribution of audiovisual 360 contents over DASH and MMT in a viewport independent and dependent manner as well as still image and timed text support.

· Next steps:

· 3DOF+ including parallax, interactivity: associated requirements for a so-called Phase 1b is under definition.

Khronos group

· Work done:

· Framework of API called OpenXR meant for eXtensible reality (including VR, AR, MR)

· OPenXR defines:

· An application layer interface between the applications and the graphic engines (VR drawing and physical tracking interface)

· A device layer interface between graphic engines and low level devices (for hardware configuration flexibility on runtimes)

W3C

· Work done:

· WebVR is an API for accessing VR device capabilities with the intent to ease the creation of VR websites (head-set consumption)

· Work within royalty-free patent policy

VRIF

· Work done:

· Publication of VR360 guidelines for OTT streaming and download services including production and security aspects

· Includes Viewport independent and dependent formats from MPEG OMAF (and the 3D Audio media profile based on MPEG-H audio)

· Next steps:

· Production of test vectors for guidelines version1

· Consideration for additional use cases (verticals) such as live distribution, 5G broadcast, UHD and VR; 3DOF + experience

3GPP

· Work done:

· SA1 service requirements on high bitrates and low latencies offered by 5G.

· SA4 study item on VR as a significant collection on data (technology descriptions, media formats, use cases, subjective tests…)

· Next steps:

· Short term normative work on VR streaming for release 15 (5G) defining operation points for both audio and video formats

· Study on dedicated QoE metrics

· Definition of test methodologies for immersive audio systems

· Longer term work on the definition of a 3D audio codec for conversational services (at least)

DVB

· Work done:

· Study mission on VR completed with definitions and potential rang of experiences, challenges in production, prediction of sales and VR equipment, trials, psycho-visual aspects…

· Next steps:

· Dedicated commercial module created with the mandate to define a set of commercial requirements for VR by mid-2018, including use cases with DVB decoders (e.g. Set-Top-Box, TV sets…)

· Survey to be sent-out in order to identify the appropriate time frame and features of a DVB specification for VR.

DASH-IF

· Work done:

· Creation of a tool set for DASH interoperability points for helping service providers and implementers to assess their product/services (performance/conformance) against DASH standard.

· Next steps:

· Open for collaboration on VR topic in order to define a reference implementation and a set of conformance streams

1.2 VR Device/hardware ecosystem

Ericsson

· TV&Media consumer trend

· Based on 100,000 respondents from more than 40 countries

· End of passive mode TV viewing, more and more on-demand, relying on multiscreen and social aspects.

· VR expected to address 1/3rd of the consumers -> more confident in the chances of success (unlike 3D)

· Most attractive use cases are Virtual Movie Theater at Home, watch movies, enjoy immersive experiences, get interactive experiences (live sports), social aspects (watch together)

· 5G & VR

· New radio access enabling both critical and massive communications

· 5G relaxes the constraints VR (bitrate, hybrid access with fixed network, content uplink…)

· Opportunity to address B2B

· Challenge of latency of viewport dependent formats

Qualcomm

· State of the art

· Mobile 6DoF is enabled by “inside-out” tracking from the mobile device combining information from camera and inertial data (visual inertial odometry)

· VR and AR require significant increase of wireless capacity

· Ultra-low latency only achievable from telco edge point to device (1ms); telco cloud to device (20-50ms); public cloud to device (50-100ms)

· Next few years

· Hybrid displays usable for VR and AR

· Requirements for improved head/body tracking as well as eye tracking

· Need for intuitive controllers for interaction with virtual worlds

Imeve
· 360 video capture

· pretty easy to handle even if limited to 3DOF with not optimized tools (materials, codecs)

· 3DOF+ video capture

· introduction of parallax enabling limited head movements at the price of higher bandwidth and additional complexity on the client side.

· Light-field capture

· Only prototypes of plenoptic cameras provide a high quality 3DOF+ representation format, but with huge amount of data (400GB/s) without any standard in place (yet).

· Volumetric capture

· Starting to appear mostly in order to enable more accurate 3D modeling (thanks to IR laser scans for instance)

AMD

· Motion to photon/sound latencies can be reduced with all the processes executed locally 

· Advance immersive experiences will require million times acceleration

· Promising wireless VR (all-in-one systems) using 60GHz RF link

· Foveated rendering with eye tracking would allow for multiple resolution rendering so as to optimize performances

Intel

· Barriers of VR: price, lack of content, sickness, discomfort, set up complexity, movement limitations, isolated feeling, connectivity (wires)

· Solutions: 

· price->large market deals; 

· lack of content -> focus on new (VR-dedicated) experiences with a focus on produce once and distribute in many formats

· improved experience -> higher frame rate and res. 2K@90fps -> 8K@120fps / low latencies

· Multiple to single wire solution (bi-directional transport, using existing standards with advanced formats support over long distances)

1.3 VR Content production

Technicolor

· Most critical challenges in content production so as to ensure the artistic intent is well preserved, including costs

· Complexity of VR Authoring, stitching

· Challenge of reusing the VFX assets

· Limitations to overcome at the device are resolution, frame rate, compression, depth of field, latency and cables

· Need for better compression technology, hardware, and social interactions

· Need for volumetric/lightfield capture, streaming and display

Baobab Studios

· Importance of narrative aspects

· E.g. using eye contact for creating consumer engagement and empathy

· Place the viewer IN the story, importance of interactivity

VR Society

· Next generation of consumers, 

· sensible to online video platforms with a social media dependency.

· Familiar with VR, perceived as an advanced way to consume contents

· VR is powerful mean for advertisement

· User experience research on VR perception and reactions
· Confusion between 360 and VR differences

· Improvements on hardware performance and cost are seen required for VR adoption together with content availability

· High value seen in content interactivity

· Request for image details and fluent movements (high expectations)

· Video games are the reference point for VR

· VR pricing model perceived similar as video games

· Request for multi-user interactivity

· VR seen as here to stay

EBU

· Half of EBU members offer 360 videos services

· Primarily distributed via Youtube and FB

· Audio based on Ambisonics and/or object based audio; rendered in mono, stereo or binauralized.

· Importance of storytelling with user placed at the center of the 360 scene

· Live is not seen as the most important case

· Small audience = critical costs

· Subtitles support under study (how to place it in the 360 scene)

· Addressing 2D consumption of 360 video (TV sets, smartphones and Tablets)

· Interest in 180°, still to be experimented

· Formats

· ERP as the preferred projection format

· Audio: ADM for various Ambisonic solutions (youtube, facebook), MPEG-H and AC4 if devices support those.

G’Audio Lab

· Audio important factor to direct user’s attention to a particular area

· Ideal world in combination of object Ambisonic and channels

· An audio format is more than a codec

· Solutions in the marketplace Facebook 2nd order Ambisonic + stereo; Google FOA; MPEG-H 3D audio; G’Audio GA5…

· Challenges of rendering on various types of devices

1.4 VR Service providers

Verizon

· 360 video: Cylinder based player + 3D engine

· Promote cloud based computing thanks to low latency and high capacity networks

Orange

· 360 videos, VR native contents, 2D contents displayed in a virtual large screen

· Need for more social aspects and live streaming

Littlstar

· Monoscopic and stereoscopic 360 (side by side and over under)

· Prod in 4K resolution per eye; 10 and 8 bit masters; AVC and ProRes 

· HLS and DASH streams from 720p to 8K, ranging from 1 to 60Mbps in AVC, HEVC (mov) and VP9 (mp4)

· Request for Cellar, OMAF and MPEG-H

· For future: G’Audio, AV1, MPEG-I and MPEG-H

Comcast

· Quick smartphone capabilities evolution

· Quality equivalence (4K->FullHD VR ; FullHD -> SD VR)

· Cylindrical projection benefits in the editing process, simple to process at the client side but loose the vertical FOV 

· Equirectangular is popular and quality losses are avoided if the format is maintained until the device

· With ERP native content, cube map distribution introduces a quality loss while converting from a format to the other

· A full cubemap workflow has less intuitive editing process

2. Actions:

To 
ITU-T Q8/16 group.

ACTION: 
3GPP SA4 kindly asks ITU-T Q8/16 group to take the above information into account and invite for further communication when felt needed.

3GPP SA4 also kindly ask you to consider joining the next VR Ecosystem & Standards workshop themed Extended Reality meets 5G, to be held on 15th-16th April 2019 in Culver City. More details can be found on the program and how to register here:

https://www.vr-if.org/events/3gpp-vrif-ais-workshop/
3. Date of Next 3GPP SA4 Meetings:

3GPP SA4 Meeting #103



8th - 12th Apr.2019
Newport Beach, CA, US

3GPP SA4 Workshop on Immersive Media meets 5G 
15th - 16th Apr. 2019
Culver City, CA, US

3GPP SA4 Meeting #104



1st - 5th Jul. 2019
Cork, IR
3GPP SA4 Meeting #105



12th - 15th Aug. 2019
Ljubljana, SI
3GPP SA4 Meeting #106



21st - 25th Oct. 2019
Korea
