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1 Introduction
During SA4#101, use cases in the context of XR-VR were collected and updated in the permanent document. This document proposes some updates, in particular addressing:
· Consolidated terminology and technology
· On Delivery, the following primary categories are identified

· Download: An experience is downloaded offline and consumed without connection. Basically all traffic is downlink

· (Passive) Streaming: The experience is consumed in real-time from a network server. The user does not interact with the scene, or if interacting, the interaction is covered locally. Basically all traffic is downlink.
· Interactive (Streaming): The experience is consumed in real-time from a network server. The user (or the device automatically) does interacts with the scene and the interaction changes the the downloaded content. Most of the traffic is downlink, but some uplink as well. Quite many flavors of interaction exist, for example viewport adaptation, gaming, etc. Interaction delay limits may be different, from immersive latency requirements to more static selection interaction.
· Conversational: The experience is generated, shared and consumed in real-time from two or more participants with conversational latency requirements.
· Discussion on feasibility
· QoS related issues
2 Proposed Updates and Comments
4 Use Cases under Consideration

6.1
Introduction

This clause collects use cases that are under consideration and development. It is encouraged to update the use cases, add information and clarifications, add feasibility aspects and harmonize them. Agreed use cases will be added to TR26.928.

Please check the minutes of the Video SWG during SA4#101 (S4-181400) for comments and proposed updates.

6.2
Streaming of Immersive 6DoF

	Use Case Description: Streaming of Immersive 6DoF (from S4-181275)

	Alice consumes a recorded highlights of a basketball match being seated close to the court by using an application on the 5G enabled HMD. For this, Alice wears an HMD together with a 6DoF manual controller. The HMD is connected to 5G network, but has no other tethered connection. The 6DoF controller allows to change the viewing position (i.e. the seat) and looking at the action from different angles. In addition, restricted local 6DoF movement of Alice at a location enables to interact with the scene based on HMD sensors. Even more the controller allows to rewind, slow mo and pause the scene. In the pause or slow motion mode, the scene can be viewed from different angles using the controller and head motion. The scene is overlaid with information that helps Alice to navigate through the scene. Alice feels present in the scene. 

	Categorization

	Type: VR

Degrees of Freedom: 6DoF

Delivery: Streaming and Interactive

Device: HMD with a controller

	Preconditions

	· Application is installed that permits to consume the scene

· The application uses existing HW capabilities on the device, including A/V decoders, rendering functionalities as well as sensors. Inside-out Tracking is available.
· Media is captured properly and accessible on a server, preferably on a CDN.

	Requirements and QoS/QoE Considerations

	· Required QoS: Bitrates and Latencies that are sufficient to render the viewport within the immersive limits. If full 6DoF is enabled, up to 100 Mbit/s may be necessary. However, with viewport adaptive streaming, the requirements on bitrates may be lower, but the latency requirements may increase. A more detailed study is necessary.
· Required QoE: 

· Fast startup of the service, 

· fast reaction to manual controller information, 

· reaction to head movement within immersive limits, 

· providing sufficient AV experience to enable presence. https://xinreality.com/wiki/Presence

	Feasibility

	Content generated in 6DoF

· 6DoF content is generated by companies such as NextVR: https://www.digitaltrends.com/home-theater/nextvr-nba-league-pass-writing-future-of-vr/
Selected Devices/XR Platforms supporting this:

· Vive Cosmos

· https://uploadvr.com/vive-cosmos-everything-we-know/
· Qualcomm reference design:

· https://www.vrandfun.com/the-qualcomm-snapdragon-855-will-be-able-to-deliver-up-to-8k-360-video-playback/
· https://www.roadtovr.com/qualcomm-reference-headset-2x-pixels-vive-pro-ces-2018/

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Coded Representation of Audio/Video Formats

· Scene composition and description

· Storage and Cloud Access Formats

· Content Delivery Protocols

· Decoding, rendering and sensor APIs
· Network conditions that fulfill the QoS and QoE Requirements


We believe this use case should be moved to the Technical Report

6.3
Immersive 6DoF Streaming with Social Interaction

	Use Case Description: Immersive 6DoF Streaming with Social Interaction (from S4-181275)

	In an extension to the above use case, Alice is now integrated into social interaction:

· She virtually watching the game with other friends who are geographically distributed and whose avatars are sitting in the stadium next to her. She has voice conversations with those friends while watching the game.

· While she moves through the stadium to another location, she make friends with other folks watching the same game in the virtual environment.

· She gets overlaid contextually relevant twitter feeds

	Categorization

	Type: VR and Social VR

Degrees of Freedom: 6DoF

Delivery: Streaming, Conversational and Interactive

Device: HMD with a controller

	Preconditions

	· Application is installed that permits to consume the scene

· The application uses existing HW capabilities on the device, including A/V decoders, rendering functionalities as well as sensors

· Media is captured properly and accessible on cloud storage through HTTP access

· One or multiple communication channels across users can be setup

	Requirements and QoS/QoE Considerations

	· Same as previous use case. In addition, the following applies

· Required QoS: 

· Sufficient low latency for the communication channel
· Required QoE: 

· 
· 
· 
· 
· Sufficiently low communication latency

· Synchronization of user communication with action

· Synchronized and context-aware twitter feeds

	Feasibility

	See previous use case. 

The addition of social aspects can be addressed by apps.
Optimitzation can be done by integrating social A/V with main content (rendering, blending, overlay).

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Coded Representation of Audio/Video Formats

· Scene composition and description

· Storage and Cloud Access Formats

· Content Delivery Protocols

· Decoding, rendering and sensor APIs

· Synchronized Playout of users in the same room


We believe this use case should be moved to the Technical Report
6.3
Emotional Streaming

	Use Case Description: Emotional Streaming  (from S4-181275)

	Bob is watching a horror movie using an HMD. He is fascinated, but his body reaction, eye rolling, and other attributes are collected and are used to create a personalized story line. Movie effects are adjusted for personal preferences while reactions are collected when watching the movie. Bob’s emotional reactions determine the story-line.

	Categorization

	Type: 2D interactive, VR and AR

Degrees of Freedom: 2D, 3DoF+, 6DoF
Delivery: Streaming and Interactive

Device: HMD

	Preconditions

	· Application is installed that permits to consume the scene

· The application uses existing HW capabilities on the device, including A/V decoders, rendering functionalities as well as sensors

· The application uses AI to extract personalized reactions

	Requirements and QoS/QoE Considerations

	· QoS: 

· Bitrates and Latencies that are sufficient to render the viewport within the immersive limits

· QoE: 

· fast reaction to body emotion feedback, 

· reaction to head movement within immersive limits, 

· providing sufficient AV experience to enable presence.
· Streaming with seamless transitions from one scene to either of two choices

	Feasibility

	https://www.cnet.com/news/with-5g-you-wont-just-be-watching-video-itll-be-watching-you-too/
Interactive and branching content

· Netflix's Bandersnatch provides an example for content interactive streaming.

· Also games may be use similar decision making trees

Device Features

· Facial expression tracking with AI is available on mobile devices

· Eye Tracking combined with AI is available on mobile devices

· IoT/Wearable devices provide the ability to measure heart beat and other stress detecting factors (skin changes, etc.) and may be connected with app

Emotion Tracking Technologies are summarized:

· https://blog.therachat.io/emotion-tracking/
· https://www.aplanforliving.com/6-wearables-to-track-your-emotions/
· https://www.inc.com/magazine/201607/tom-foster/lightwave-monitor-customer-emotions.html

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Coded Representation of Audio/Video Formats
· Seamless splicing and smooth transitions across storylines
· Scene composition and description

· Storage and Cloud Access Formats

· Content Delivery Protocols

· Decoding, rendering, sensor and emotion tracking APIs

· Annotation Metadata


We believe this use case should be moved to the Technical Report

6.4
AR face-to-face calls

	Use Case Description: AR face-to-face calls (from S4-181279)

	Anne is video chatting with her friend Bob using the front camera of the smartphones. In order to let Bob see some special effects on her face, Anne turns on the AR function. Bob sees Anne's face turned into a cute bunny on his own device, and the facial features were exactly the same as real Anne. After a while, the conversation gets more heated and Bob changes the facial expression from a bunny to a dragon without involvement of Anne. Bob has a selection of local special effects that he can choose from.

	Categorization

	Type: AR

Degrees of Freedom: 6DoF

Delivery: Conversational
Device: Phone

	Preconditions

	· Anne’s phone is equipped with 3D capturing capabilities, such as front depth camera.

· Anne’s phone or the media server (such as MRFP) supports face identification, 3D modeling, and facial reenactment in real-time.
· Bob's phone can receive a properly represented 3D object in real-time and apply the facial expressions during the rendering

	Requirements and QoS/QoE Considerations

	· QoS: 
· conversational QoS requirements 
· sufficient bandwidth to delivery compressed 3D objects, e.g. point cloud compression
· QoE: 
· Quality of the 3D object representation, level of details
· Quality of facial expressions

	Feasibility

	New smartphone releases, such as the Huawei Mate20, are equipped with a depth camera that can be used to build accurate 3D models of objects of interest.

3D modeling and facial reenactment can be done autonomously on the sending end relying on the capturing device, or it can employ more powerful network computing capabilities to achieve complex effects, as long as the additional delay is low enough to meet the conversational service requirements.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Standardized formats for 3D video based on meshes, point clouds, and/or depth-layered video

· Extensions to MTSI and Telepresence for support of 3D video based on meshes, point clouds, and/or depth-layered video


We believe this use case should be moved to the Technical Report

6.5
Video conferencing with AR calls

	Use Case Description: Video conferencing with AR calls (from S4-181279)

	Anne is holding a video conference call with colleagues who are miles away. These colleagues are in a conference room with human body 3D model capture and collection devices. The 3D image of each participant is separated from the background by the camera in real time and compressed and transmitted in the form of a point cloud. Multiple microphones mounted on the camera simultaneously capture 3D audio of the space.

Anne is wearing a pair of professional AR glasses and headphones at home to participate in the conference. Each colleague's immersive image and the emitted sound containing the orientation are reproduced by the AR device in the room where Anne is located, and the location of each participant in the current room is determined in conjunction with the original location.

At the same time, a camera with a microphone is aimed at Anne, and the information collected in real time is transmitted to the company meeting room. Colleagues see images of Anne through a traditional TV or tablet.

	Categorization

	Type: AR, MR

Degrees of Freedom: 6DoF

Delivery: Conversational
Device: Phone, AR Glass, VR HMD (some participant may using VR HMD)

	Preconditions

	· Phone is equipped with 3D capture capabilities, such as front depth camera

· Media Server(such as MRFP) supporting portrait/face identification, 3D modeling spatial positioning(such as SLAM), rendering in real-time

	Requirements and QoS/QoE Considerations

	· QoS: Video conferencing with point cloud

· QoE: Quality of the 3D object representation, level of details

	Feasibility

	For a better experience, such as the exchange of eye contacts and expressions between participants, it is necessary to support AR/VR HMD removal and real-time facial reconstruction.

Finer rendering and real-time processing require a lot of computing power, from the aspects of computing power, power consumption, heat generation, etc., more suitable for execution on the media server, not at the UE side.

To achieve physically-based rendering (PBR), additional characteristics of the 3D object’s texture are stored. These may include properties such as specular, diffuse, transparency, reflectivity, etc.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Standardized format for 3D objects

· Standardized format for mixed reality 3D scenes

· Extensions to MMS to support sharing of 3D objects and scenes

· Standardized formats for 3D video based on meshes, point clouds, and/or depth-layered video

· Extensions to MTSI and Telepresence for support of 3D video based on meshes, point clouds, and/or depth-layered video

	


We believe this use case is far from being feasible and more details need to be evaluated on the feasibility before moving to Technical Report.

6.6
XR Meeting

	Use Case Name (from S4-181306)

	XR Meeting

	Description

	This use case is a mix of a physical and a virtual meeting. It is an XR extension of the virtual meeting place use case described in 3GPP TR 26.918. The use case is exemplified as follows:

Company X organizes a workshop with discussions in a couple of smaller subgroups in a conference room. Each subgroup discusses a certain topic and participants are free to move to the subgroup of their interest. Remote participation is enabled. 

The main idea for the remote participants is to create a virtual world where they can meet and interact through their avatars with the other people. Remote participants are equipped with HMD and headphones. A remote participant would be able to move freely in the virtual conference room and interact with the different subgroups of people depending for example on the discussion they are having. In this scenario, the remote user would be able to speak to other users in his/her immediate proximity and obtain a spatial rendering of what the other users in his/her immediate proximity are saying and would hear them from the same relative positions they have to him/her in the virtual world.

The physical participants see and hear avatars representing the remote participants through their AR Glasses and headphones. They interact with the avatars in the discussions as if they were physically present. For them the interactions with other physical and virtual participants happen in a mixed reality.   

	Categorization

	Type: AR, VR, XR, MR

Degrees of Freedom: OD 6DoF, 6DoF

Delivery: Interactive, Conversational

Device: Phone, HMD, Glasses, headphones

	Preconditions

	Remote participants: Phone with render capability through connected HMD and headphones.

Physical participants: Phone with connected AR Glasses and (open) headphones.  

Meeting facilities: immersive audio and video capture.

	Requirements and QoS/QoE Considerations

	QoS: QoS requirements like MTSI requirements (conversational, RTP).

QoE: Immersive voice/audio and visual experience, Quality of the mixing of virtual objects into real scenes. 



	Feasibility

	<provides a summary on how such a use case can be implemented today, including references>

TBD

	Potential Standardization Status and Needs

	<identifies potential standardization needs>




We believe this use case is far from being feasible and more details need to be evaluated on the feasibility before moving to Technical Report. We also propose to consider combining this use case with the one in clause 6.5.

6.7
Convention / Poster Session

	Use Case Name (from S4-181306)

	Convention / Poster Session

	Description

	This use case is exemplified with a conference with poster session that offers virtual participation from a remote location. 

It is assumed that the poster session may be real, however, in order to contribute to meeting climate goals, the conference organizers are offering a green participation option. This is, a virtual attendance option is offered to participants and presenters, as an ecological alternative avoiding travelling. 

Remote participants are equipped with HMD and headphones. They are virtually present and can walk from poster to poster. They can listen to ongoing poster presentations and move closer to a presentation if they think the topic or the ongoing discussion is interesting. The virtual participants are represented at the real event through their avatars, which the real participants and presenters see and hear through their AR glasses and headphones. The real and virtual participants and the presenter interact in discussions as if everybody was physically present. The remote participants have also the possibility to use their VR controller as a pointing device to highlight certain parts of the poster, for instance when they have a specific question.

Virtual presenters are equipped with HMD and headphones. They see their own poster, use their VR controller as a pointing device to highlight a part of the poster that they want to explain. They also see their audience, which may be a mix of real persons that are physically present at the meeting, and avatars of remote participants. It may also be that they see some colleagues passing by and, to attract them to the poster, they may take some steps towards the colleague and call out to her/him. The audience attends the virtual poster session in some dedicated physical spots of the conference area. The participants see and hear the virtual presenter through their AR glasses/headphones. They also see and hear the other audience that may be physically present or just represented though avatars.    

	Categorization

	Type: AR, VR, XR, MR

Degrees of Freedom: OD 6DoF, 6DoF

Delivery: Interactive, Conversational

Device: Phone, HMD, AR Glasses, VR controller/pointing device, headphones

	Preconditions

	Remote participant: Phone with connected VR controller. For render the phone has connected HMD and headphones.

Remote presenter: Phone with connected VR controller. For render the phone has connected HMD and headphones. Phone has document sharing enabled for sharing of the poster.

Physical auditors/presenters: Phone with connected Glasses and open headphones. Phone has a connected pointing device.  

Conference facilities: immersive audio and video capture.

	Requirements and QoS/QoE Considerations

	QoS: QoS requirements similar to MTSI requirements (conversational, RTP).

QoE: Immersive voice/audio and visual experience, Quality of the mixing of virtual objects into real scenes. 

	Feasibility

	<provides a summary on how such a use case can be implemented today, including references> TBD

	Potential Standardization Status and Needs

	<identifies potential standardization needs> TBD


We believe this use case is far from being feasible and more details need to be evaluated on the feasibility before moving to Technical Report. 

6.8
Real-time 3D Communication

	Use Case Description: Real-time 3D Communication (from S4-181465)

	Alice uses her mobile phone to start a video call with Bob. After the call starts, Alice sees a button on her screen that reads “3D”. Alice clicks on the button to turn on the 3D mode on the video call app. Bob is able to see Alice’s head in 3D and he uses his thumb to rotate the view and look around Alice’s head.

	Categorization

	Type: 3D Real-time communication, AR

Degrees of Freedom: 3DoF+

Delivery: Conversational
Device: Phone

	Preconditions

	· Alice's phone is equipped with 3D capture capabilities, such as front depth camera

· Bob's phone can receive a proper 3D object in real-time and apply the facial expressions during the rendering

	Requirements and QoS/QoE Considerations

	· QoS: 

· conversational QoS requirements 
· sufficient bandwidth to delivery compressed 3D objects, e.g. point cloud compression
· QoE: 
· Quality of the 3D object representation, level of details
· Quality of facial expressions

	The following requirements are considered:

· High quality very low delay 3D reconstruction of Head/Face, e.g. resolution of the 3D head representation measured in number of faces/vertices

	Feasibility

	Advances in image and video processing together with the proliferation of front-facing depth sensors are going to enable real-time reconstruction of the call participants. To run in real-time, extensive hardware capabilities are required, such as multi-GPU or TPU processing. These operations may be performed in the network, e.g. by a media gateway or a dedicated processing engine. 

The representation of the call participant’s head can be done in Point Cloud format to avoid the expensive Mesh reconstruction operation. 

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Extension of the MTSI service to support dynamic 3D objects and their formats
· 


6.9
AR guided assistant at remote location (industrial services)

	Use Case Name (from S4-181473)

	AR guided assistant at remote location (industrial services)

	Description

	· Pedro is sent to fix a machine in a remote location. 

· Fixing the machine requires support from a remote expert. 

· Pedro puts his AR 5G glasses on and turns them on. He connects to the remote expert, who uses a tablet or a touch-screen computer, or uses AR glasses, headphones, as well as a gesture acquisition device that is connected and coordinated with his glasses.

· The connection supports conversational audio and Pedro and the expert start a conversation.

· Pedro’s AR 5G glasses support accurate positioning and Pedro’s position is shared live with the expert such that he can direct Pedro in the location.

· The AR 5G glasses are equipped with a camera that also has depth capturing capability.

· Pedro activates the camera such that the expert can see what Pedro is viewing. 

· The expert can provide guidance to Pedro via audio but also via overlaying graphics to the received video content, by activation of appropriate automatic object detection from his application, and via drawing of instructions as text and/or graphics and via overlaying additional video instructions. In the case that the expert uses AR glasses, the expert can also identify the depth of the video sent by Pedro and more accurately place the overlay text or graphics.

· The overlaid text and/or graphics are sent to Pedro’s glasses and they are rendered to Pedro such that he receives the visual guidance from the expert on where to find the machine and how to fix it.

· Note: the video uplink from Pedro’s glasses might be “jumpy” as Pedro moves his head. A second camera and corresponding video uplink to show an overview video of Pedro and the machinery or alternatively a detailed video of the machinery functioning, is a help to the expert when performing this type of service.

	Categorization

	Type: AR

Degrees of Freedom: 2D video with dynamic AR rendering of graphics (6DoF)

Delivery: Local, Streaming, Interactive, Conversational

Device: 5G AR Glasses, 5G touchscreen computer or tablet

	Preconditions

	Pedro has AR Glasses with the following features

· 5G connectivity

· Support for conversational audio

· Positioning (possibly even indoor)

· Camera with depth capturing

· Rendering of overlay graphics

· Rendering of overlay video

The remote expert has a tablet or touch-screen device (with peripheries) with the following features

· Securily connected to Pedro

· Headphones

· Gesture acquisition

· Composition tools to support Pedro

· Access to a second stationary camera that is provides synchronized video to Pedro's uplink traffic




	Requirements and QoS/QoE Considerations

	QoS:

· conversational QoS requirements 
· sufficient bandwidth to delivery compressed 3D objects, e.g. point cloud compression
· Accurate user location (indoor/outdoor) (to find machine or user location) 
QoE: 
· For Pedro:

· Fast and accurate rendering of overlay graphics and video

· Synchronized rendering of audio and video/graphics

· For remote expert: 

· High-quality depth video captured from Pedro's device

· Synchronized and good video signal from second camera

· Synchronized voice communication from Pedro

· Accurare positioning information


	Feasibility

	· Vuzix Blade AR glasses with WiFi connectivity to a smartphone with 4G connectivity

· Specific applications

	Potential Standardization Status and Needs

	· 5G connectivity: ongoing 3GPP standardization

· 5G positioning: ongoing 3GPP standardization – API required for sharing with low latency

· MTSI regular audio between Pedro and expert

· MTSI 2D video call from Pedro to expert, potentially a second video source as help for the expert.

· Pedro received video + graphics (manuals, catalogs, manual indications from the expert, object detection) + overlaid video rendering either in the network or locally
· Synchronization of different capturing devices

· Coded Representations of 3D depth signals and delivery in MTSI context


We believe this use case is ready to go to the Technical report, but invite for more details on the feasibility.

6.10
Police Critical Mission with AR

	Use Case Name (from S4-181389)

	use case proposal: Police Critical Mission with AR

	Description

	· A squad team of police officers (Hugo, Paco and Luis) are sent to a dangerous location to perform a task, for instance, a rescue mission
· Each team member is equipped with a helmet with:

· AR displays (or AR Glasses), 

· stereo headphones with embedded microphones for capturing the surrounding sound and a microphone for conversational purposes (see audio sub- use case below)

· VR360 camera, e.g. double fish eye or a more advance camera array in such way that are located in surface of the helmet (for safety reasons)

· 5G connectivity and very accurate 5G location

· Each team member can talk each other via PTT or duplex communication

· Each team capture and deliver VR video with extremely low latency to central police.

· A lower quality may be sent to lower the latency requirement

· A high quality is stream up for recording purposes

· Surround sound maybe capture as well.

· The squad team can be backed up by one or more drones relaying 360 VR video, hyper-sensorial data, and enabling XR haptics.

· Squad team members can augment their surroundings with drone data.

· Squad team members can extend their physical presence by taking over control of one or more drones.

· Police central operations can extend their physical presence by taking over control of one or more drones.

· At the police central facilities, they can see each VR360 camera and have communication to all members of the team

· Each squad team may have a counterpart (person) who is monitoring VR360 camera using HMD so can assist for dangerous situation outside of its field of view. This may be an automated process too that signal Graphics information of an incoming danger.

· The central facilities may share additional information to every team member such maps, routes, location of possible danger and additional information via text or simple graphics

· Each team member shared their accurate positioning to each team and can be displayed/indicated in the AR display (e.g. showing that someone is behind a wall)

· Each camera VR capture is analyzed in real time to identify moving objects and shared to others team members (as point above)

Audio
· Each team communicates via microphone, and automatic Speech to text can be generated so it is rendered in AR display in case of noisy conditions

· Stereo communication is needed to enhance the intelligibility 

· Since each team is wearing stereo headset

· Microphones are place near speakers to capture the surround noise and it is feedback (with no latency) to each earpiece.

· The receiving audio of each team member is 3D spatially placed (e.g. in front or in the direction where the other team members are located) so the user does not get distracted from the surround sound environment. (this audio is mixed with the microphone feedback)

	Categorization

	Type: AR, VR

Degrees of Freedom: 3DoF to 6DoF

Delivery: Local, Streaming, Interactive, Conversational

Device: 5G AR Glasses/Helmet, VR camera/microphone, Audio stereo headset, 5G accurate positioning

	Preconditions

	· AR 5G Glasses/Helmet

· VR camera and microphone capture 

· 5G connectivity and positioning

· Real time communication

· One or more drones relaying 360 VR video, hyper-sensorial data, and enabling XR haptics

	Requirements and QoS/QoE Considerations

	· Accurate user location (indoor/outdoor) 

· Low latency

· High bandwidth



	Feasibility

	· TBA

	Potential Standardization Status and Needs

	· 5G connectivity with dedicated slices for high resilience on critical communications

· 5G positioning

· MTSI/MCPTT SWB/FB voice communication

· MTSI/FLUS uplink 3D audio 

· MTSI/FLUS uplink VR

· Downlink AR video with overlaid graphics with local/cloud computation and rendering
· Downlink AR audio with mixed-in 3D audio objects with local/cloud computation and rendering


We believe this use case needs more analysis before moving to Technical Report. Breaking down the different aspects may be useful. We also consider that sharing the use case with SA1/SA6 may be beneficial.

6.11
VR based interactive service

	Use Case Name (from S1-183699 and S4-181482)

	1. VR based interactive service

	Description

	it’s proposed to support high quality interactive service, e.g. interactive gaming, based on VR devices between UEs who might be in proximity with each other or in non-proximity with each other, the number of user would be 2 to [10], while the VR device could support [8K] resolution and 120fps content.  

	Categorization

	Type: AR, VR, XR, MR

Degrees of Freedom: 3DoF at least
Delivery: Local, Interactive 
Device: Phone, HMD, Glasses, others

	Preconditions

	<provides conditions that are necessary to run the use case, for example support for functionalities on the end device or network>
it would be good to support direct communication between a group of UEs to support high data rate and low latency.

	Requirements and QoS/QoE Considerations

	<provides a summary on potential requirements as well as considerations on KPIs/QoE as well as QoS requirements>
As mentioned above, the requirements would be:

1. Support VR based devices with [8K] resolution and 120fps content;
2. Support 2 to [10] users



	Feasibility

	<provides a summary on how such a use case can be implemented today, including references>
For the interactive service, a group of VR based device locally can be connected together via wired cable, and some high quality VR gaming can be achieved.



	Potential Standardization Status and Needs

	<identifies potential standardization needs>
VR based NCIS service: Supporting high quality data transmission via direct link between a group of UEs who are in proximity and share the same NCIS session


We believe this description is not addressing a use case, but a technology implementation. We support to provide a new use case in the context of the considered technology. Please see other contribution.

6.12
Cloud rendering for games

	Use Case Name (from S1-183699 and S4-181482)

	Cloud rendering for games

	Description

	it’s proposed to support cloud rendering for VR gaming. And the requirements would be supporting frame rate not lower than 60 FPS and resolution not lower than 8K, less than 5 ms two-way end-to-end latency (UL+DL), and packet loss rate less than [10E-4].

	Categorization

	Type: AR, VR, XR, MR

Degrees of Freedom: 3DoF at least
Delivery: Local, Interactive 
Device: Phone, HMD, Glasses, others

	Preconditions

	<provides conditions that are necessary to run the use case, for example support for functionalities on the end device or network>
it would be good to support edge computing like function in the network for rendering of VR gaming especially for the case when FPS is high.

	Requirements and QoS/QoE Considerations

	<provides a summary on potential requirements as well as considerations on KPIs/QoE as well as QoS requirements>
As mentioned above, the requirements would be:

1. Support frame rate not lower than 60 FPS and resolution not lower than 8K 

2. Support less than5 ms two-way end-to-end latency (UL+DL)
3. Support packet loss rate less than [10E-4]

	Feasibility

	<provides a summary on how such a use case can be implemented today, including references>
For rendering of games, rendering can be performed by gaming device and wired cable can be used.   The gaming device require high processing capability for rendering.

	Potential Standardization Status and Needs

	<identifies potential standardization needs>
Cloud rendering for games: Support high bandwidth and low latency transmission between UE and cloud side via either direct link/PC5 or Uu link.


We believe this description is not addressing a use case, but a technology implementation. We support to provide a new use case in the context of the considered technology. Please see other contribution.
3 Proposal

It is proposed to 
· add the categorization in the intro to the technical Report

· adopt the proposed updates to the use cases

· move the relevant use cases to the technical report

· create a new use cases based on those in clause 6.11 and 6.12 and respond to SA1 if the use case covers the considerations – see contribution S4-190075.
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