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1 Introduction
The objective of this Study Item of FS_XR5G is to investigate the relevance of Augmented and Extended Reality in the context of 3GPP by:

· Analysing the different technologies and equipment in place that provide an Extended Reality experiences.

· Collecting the associated use cases and identifying the 3GPP service(s) they map to

· Analysing and identifying the media formats (including audio and video), metadata, accessibility features, interfaces and delivery procedures between client and server required to offer such an experience

· Identifying relevant client and network architectures and APIs that support XR use cases

· Identifying relevant QoS service parameters and other core network and radio functionalities that would be required or at least beneficial for XR use cases
· Collecting key performance indicators for relevant XR services and the applied technology components.

· Possibly conducting subjective tests so as to estimate the audio and video formats and encoding parameters required for ensuring the quality of experience as considered necessary

· Studying the processing requirements (both audio and video) and associated issues such as spatial resolutions, frame rate, latency and accuracy of field of “view” rotation

· Collecting information on market and standardization status and communication with relevant 3GPP groups and external organizations

· Drawing conclusions on the potential needs for standardization in 3GPP.
This document addresses additional aspects on key technologies.
2 Proposed Updates

4 Key technologies for Extended Reality 
5.1
Introduction

This clause provides a brief overview on key technologies for extended reality. The information is expected to be updated regularly with new information being received. Relevant information may be added to TR26.928, once the descriptions has matured. 
5.2
Technology Clusters
The following technology clusters are identified would deserve description and definition.
· Content representation

· Scene description

· Visual

· Meshes

· Projected Video

· Point Cloud

· Light field 
· Text/graphics
· Audio

· Object/scene based
· Capturing systems and Production

· User-Generated
· Professionally Cinematic

· Professional Live event

· Computer-Generated (synthetic)

· Mixed
· Devices

· VR
· Cardboards

· Standalone HMD

· Flat rendering (smartphone, tablet, TV...)

· AR
· Phone-based 

· Glasses

· Head-up display

· Platforms and Ecosystems
· AR/VR SDKs

· See below...
· Device/Chipset

· GPU

· Decoders

· Encoders

· Dedicated software?

· AI functions

· Sensors(e.g. depth, tracking...)/cameras

· Interfaces

· Display technologies

· Compression and Delivery - connectivity

· PCC

· MPEG-I audio

· Bluetooth/ USB-C/HDMI... 5G!

5.3
XR Form factors

Extended reality addresses also different form factors as shown in Figure 1. More details are expected to provided. 




5.4
Ecosystems and Platforms

Oculus:

· Primary Focus: VR (Standalone and PC)
· Devices: Go (3DoF) launched, Quest (6DoF) early 2019
Google:

· Primary Focus: AR/AI (Smartphones + Lens) + Enterprise Glass

· Some technologogies
· Daydream VR
· ARCore
· Smart Lenses
· Google Glass 
HTC Vive

· Primary Focus: VR (Standalone and PC)
Microsoft

· Primary Focus: AR (Standalone), PC VR
Apple:

· Primary Focus: AR/AI (Smartphone and Sensors)
· Some technologies:

· ARKit

Samsung:

Magic Leap

· Magic Leap Display Technology
· Images are “projected” onto the focal planes via waveguide.

· Six-layer waveguide display (akin to placing two translucent mini-TVs in front of one another). 

· Custom projector and lens combination system that displays red, green, and blue colors at separate depths

· Creates the illusion of three-dimensional objects that can more realistically appear to blur with distance.

Also lots of activities start in China.

5.5
XR Perception Requirements

	Awareness of the user:

· Head-tracking

· Eye-tracking

· Face expression

· Hand tracking

· Body tracking

· Body pose est.
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	Awareness of the environment

· Safe zone discovery

· Dynamic obstacle warning

· Geometric and semantic environment parsing

· Environmental lighting

· World mapping
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5.X
Graphics and Compute APIs
5.X.1
Introduction

Mention OpenGL and Direct3D and Metal. Unreal/Unity
5.X.2
Vulkan

Overview

Vulkan is a new API by the Khronos group (known for OpenGL) that provides a much better abstraction of modern graphics cards. 

A tutorial on Vulkan is provided here: https://vulkan-tutorial.com/
Details on the standardization work can be found here: https://www.khronos.org/vulkan/
This Vulkan APIs allow to describe what an application intends to do, which can lead to better performance and less surprising driver behavior compared to existing APIs like OpenGL and Direct3D. The ideas behind Vulkan are similar to those of Direct3D 12 and Metal, but Vulkan has the advantage of being fully cross-platform and allows you to develop for Windows, Linux and Android at the same time.
Vulkan is targeted at programmers who are enthusiastic about high performance computer graphics, and are willing to put some work in. If you are more interested in game development, rather than computer graphics, then you may wish to stick to OpenGL or Direct3D, which will not be deprecated in favor of Vulkan anytime soon. Another alternative is to use an engine like Unreal Engine or Unity, which will be able to use Vulkan while exposing a much higher level API to you.

With that out of the way, let's cover some prerequisites for following this tutorial:

· A graphics card and driver compatible with Vulkan (NVIDIA, AMD, Intel)

· Experience with C++ (familiarity with RAII, initializer lists)

· A compiler compatible with C++11 (Visual Studio 2013+, GCC 4.8+)

· Some existing experience with 3D computer graphics

This tutorial will not assume knowledge of OpenGL or Direct3D concepts, but it does require you to know the basics of 3D computer graphics. It will not explain the math behind perspective projection, for example. See this online book for a great introduction of computer graphics concepts. Some other great computer graphics resources are:

· Ray tracing in one weekend
· Physically Based Rendering book
· Vulkan being used in a real engine in the open-source Quake and DOOM 3
You can use C instead of C++ if you want, but you will have to use a different linear algebra library and you will be on your own in terms of code structuring. We will use C++ features like classes and RAII to organize logic and resource lifetimes. There is also an alternative version of this tutorial available for Rust developers.

To make it easier to follow along for developers using other programming languages, and to get some experience with the base API we'll be using the original C API to work with Vulkan. If you are using C++, however, you may prefer using the newer Vulkan-Hpp bindings that abstract some of the dirty work and help prevent certain classes of errors.

3 Proposal

It is proposed to 
· Update the architectures for more consistency

· add the architectures to the Permanent Document
· initiate telcos to progress this work
· initiate mapping of use cases to different architectures[image: image3.png]
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