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1 Introduction
During SA4#101 the New Work Item Item on “5G Media Streaming (5GMSA) architecture” was agreed and afterwards approved in by SA plenary #82.

The objectives are as follows:

· Create a new 5G Media Streaming (5GMSA) architecture specification which supports:

· MNO and 3rd party Media Downlink Streaming Services with relevant functions and interfaces to support:

· Different collaboration scenarios between third party-providers and mobile network operators for media distribution over 5G;

· Appropriate service and session definitions in the context of 5G Media Distribution, especially for third-party media services and corresponding network interfaces to establish, announce and discover those;

· A distribution-independent service establishment and content ingest interface;

· Relevant functions for operators and third-party service providers in different collaboration scenarios, including but not limited to aspects such as session management, QoS framework, network assistance, QoE reporting, accessibility, content replacement, notification, content rights management, etc. 

· The delivery of 3GPP-defined media formats and profiles as well as third-party formats based on commonly defined packaging formats.

Note:  Support of 5G Media streaming over MBMS with 5GC is not considered in this work item.
· MNO and 3rd party Media Uplink Streaming Services based on the non-IMS FLUS architecture:

· Specify the non-IMS FLUS entities and interfaces as part of the 5GMSA where the FLUS sink is not in the UE;
· Enable different collaboration scenarios between third party-providers and mobile network operators for media over 5G.

· Corresponding UE functions and APIs;

· Backwards compatibility for EUTRAN deployments (with and without MBMS)

· Usage of 5G specific features such as network slicing and edge computing.

· The new 5G Media Streaming architecture should be functionally decomposed into independent components enabling different deployments with various degrees of integration between 5G MNOs and Content Providers. It should be specified as a set of extensions to TS 23.501 “System Architecture for the 5G System”.

· The work should consider input from key industry players on their requirements and usage scenarios for media streaming over 5G. This includes broadcasters and content providers/emerging media service providers, as well as mobile network operators running their own media services.

This document addresses existing architectures for media distribution from different organizations and addresses basic stage 2 functionalities on these interfaces.

2 DVB Architecture
Based on the ABR Multicast Architecture in DVB Bluebook A176
 and the draft architecture for DVB-I Services, Figure 1 shows a combined "modern" TV streaming architecture. This architecture also includes multicast, which may be ignored until MBMS is supported.
The key functions and interfaces are summarized:

· A Content Service Provider offers a content guide and a service directory.

· In addition a playlist creating a sequence of programs may be supported

· Content playback deals with the media player which is controlled by the app

· Content playback reports to a metrics server

· Content Preparation deals with encoding and packaging

· The content is offered and uploaded to manifest and segment servers


Figure 1 DVB draft architecture
3 DASH-IF Architectures

3.2 Introduction
DASH-IF is currently developing DASH-based solutions for low-latency streaming. The key issue in the work is the ability that services can be offered such that the end-to-end latency is bounded and on par with other TV distribution means. 
3.3 Considered Low-Latency Live Architecture

Figure 1 provides an overview of the considered architecture. In this case an ABR encoder may for example produce CMAF/DASH segments and a DASH packager generates the MPD and publishes the data as DASH segments on an origin server. The DASH clients, based on the information in the MPD, initiate their streaming logic and the playout. A regular client may playout the Media Presentation with a for example a 10 second latency, based on its buffer logic. A Low-Latency client may however identify that it is able to reduce the end-to-end latency and therefore provide a better streaming experience. Note that regular clients may also be used for catch-up services.
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Figure 1 Considered Architecture

The architecture identifies four interfaces:
· IF-1: ABR Encoder, encryption and CMAF Packeger to DASH Packager
· This interface is currently specified by DASH-IF in the ingest interface
· IF-2: DASH packager to origin server
· This interface is currently specified by DASH-IF in the ingest interface
· IF-3: Interface from CDN server to a DASH Client

· This interface is currently specified in DASH-IF for LL-DASH
· IF-4: Intergace from DASH Access client to a media pipeline
· This interface assumes MSE capabilities, but more detailed requirements are formulated in CTA WAVE Device Playback Specification
3.4 Ad Insertion

DASH-IF is working on ad insertion. The architecture under consideration is provided below.
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A refinement is provided below for the Server Directed Ad insertion.
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On interface 1

· Content Conditioning at Content Splices 
· MPD signaling at Content splices 
· Create Period start
· Signal period connectivity
· Set presentation time offset correctly
· Make sure that A/V sync is maintained

· Ad specific signalling, if any
· Client Requirements
· Play this content “seamlessly“ including AV sync
· Do additional actions reacting to add specific signaling in MPD or segments
· No xlink, no MPD updates (at least not specific requirements), no SCTE-35 

On Interface 2: SCTE-35 usage, but also other ad insertion aspects

On Interface 3: What is the communication between ad server and content server

On Interface 4: Very clear interop on xlink

The architecture was more or less confirmed on what for example Hulu does today. http://www.streamingmedia.com/Articles/Editorial/Featured-Articles/Hulu-Talks-About-the-Challenges-of-Live-Video-One-Year-Later-127464.aspx
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4 CTA WAVE Device Architecture

CTA WAVE defines a device architecture as for playback of content in the context of HTML-5. The focus of this initial specification is on Type 3 playback, i.e., the application has access to the streaming manifest and parses and processes the manifest. 

This specification follows the HTML-5 and MSE model as shown in Figure 2. A Media Element provides an output and control environment for the playback of media data. A Media Source object represents a source of media data that can be addressed by an application. The MediaSource combines a list of SourceBuffer objects that can be used to add media data to the presentation. MediaSource objects are created by the application. The application uses the SourceBuffer objects to add media data to this source.  In addition, Encrypted Media Extensions (EME) and Content Decryption Module (CDM) support APIs and functionalities for decryption.

While this specification attempts to abstract from the concrete instantiation in HTML Media element and MSE implementation, in case of ambiguities the terminology for the HTML-5/MSE instantiation applies.
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Figure 2 HTML-5 and MSE based Media Source model

In the context of this specification, as CTA WAVE content relies on CMAF content, and CMAF content only uses non-multiplexed tracks, a source buffer is directly mapped to a single-track buffer. Hence, these two terms are used synonymously and interchangeably.
5 Identified functions

The following functions are identified in the streaming network architecture based on the discussions above
· ABR Encoder, Encryption and Encasulator
· MPD Generator and DASH Packager

· Origin Server

· CDN Server
· DRM Server

· Metrics Server

· Service Directory

· Content Guide Server

· Ad or Replacement content server

· MPD Proxy

The following additional functions may be relevant

· App Server

· Session Management Server

The following functions are identified in the streaming device architecture based on the discussions above

· Application

· DASH access client
· Parser

· Decryptor and DRM client

· Media Decoders for audio, video, media

· Renderer (GPU, etc.)

· Metrics Collector
6 Proposal

It is proposed to 
· Adopt the functions in clause 5 for 5GMSA
· Document the interfaces in this clause

· Identify which functions and interfaces are specified in 5GMSA at least as optional[image: image6.png]
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� https://www.dvb.org/resources/public/standards/a176_adaptive_media_streaming_over_ip_multicast_2018-02-16_draft_bluebook.pdf
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