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1. Introduction

At SA4#101, the source proposed updates to the draft design constraints for IVAS [1] with respect to audio formats and encoder/decoder/renderer interfaces [2]. There were additional contributions from other parties which addressed similar aspects. This document builds upon the previous proposal, clarifies the view of the source, and presents a refined proposal for update of the IVAS codec design constraints in the light of the discussion at SA4#101.
2. Background
When the decoder/renderer output format is identical to the encoder input format, the codec can be said to be operating in pass-through mode. Such mode is especially useful in applications where a specific audio format is of great value. It could for example be the case of multiple talkers captured and encoded as audio objects. At the receiving end there may be a desire to control properties such as the playback volume or the position of the rendered audio objects. Such control would result in a more pleasant and customizable experience compared to the consumption of a pre-mixed audio scene where one talker might be perceived too loud while another talker is perceived having too low volume. So, in this example it would be desirable to keep the object-based audio format.
In addition, it is easy to evaluate the audio quality of pass-through operation in terms of degradation as the same renderer can be applied to the unquantized encoder input signals and to the decoded output signals. In all other cases, where there is some form of audio format conversion because of the encoding process, different rendering algorithms must be applied to the input and output signals. The audio quality evaluation may then become very troublesome as rendering differences might be a major part of any perceived difference, and it cannot easily be determined which renderer is the better one. 
For the selection of an IVAS codec it is certainly a need to reliably evaluate and compare the subjective audio quality of the codec candidates. There is therefore a significant benefit in requiring pass-through operation as a mandatory requirement for the codec candidate submission. This does of course not imply that the internal representation of the codec must be in this format, but that decoding/rendering into the respective input audio format shall be supported.
Naturally there will be a lower bitrate limit, which is increasing with the number of audio streams, where a pass-through mode can operate with adequate audio quality. Below this limit the codec may however still operate and deliver an adequate quality of experience if preservation of the audio format and preservation of the spatial attributes may be sacrificed in benefit of improved basic audio quality. It is therefore beneficial to require the codec to deliver audio also in lower-order, spatially less complex, audio formats.

Additionally, although rendering to lower-order spatial audio representations, i.e. downmixed audio formats, may be handled outside of the codec in a post-rendering stage, there are in some cases benefits in including such functionality already in the standardized codec. First of all, it is likely that the total rendering complexity and memory requirements may be significantly lowered, e.g. in the case of rendering just a mono signal. Secondly, downmixing operations may introduce severe artifacts so there would be a clear benefit in including this functionality in the standardization process with proper requirements and testing to ensure the IVAS audio quality.
In addition, as discussed already in [2], there are several IVAS applications that allow session setup negotiations between the IVAS encoding and decoding nodes where capabilities of the receiving node, such as audio formats requests, may be exchanged. Depending on the playback capabilities and the importance of receiving a specific audio format at the rendering side, the encoding may be optimized for improved audio quality, reduced complexity (which means reduced power consumption) and/or reduced transmission rates (which means increased network capacity).
3. Proposal
Given the presented background the source proposes to update the IVAS design constraints as follows, which is implemented into IVAS-4 in Appendix A of this document.

1. The currently listed audio formats shall be the encoder input formats.

2. A table of the required output audio formats is produced. The submitted codec candidates shall support the marked output formats, which cover several aspects:

a. Support of pass-through mode where the decoder/renderer output format is identical to the encoder input format. This means that the channel configuration, the ambisonics order, the number of audio objects, the metadata format, etc. of the input shall be delivered at the output. 

A lower bitrate threshold from which a certain output format is required may be specified in relation to the IVAS performance requirements (IVAS-3) [3]. Support of lower-order output formats (spatially less complex than pass-through) may be mandated for the lower bitrates.
Some of the output audio formats (e.g. ambisonics and objects) require further rendering to a playback audio format. It may be discussed if such functionality shall be provided by the codec proponents or not.
b. Support of a few typical playback audio formats. The proposal is to support the agreed channel-based encoder input audio formats, and to include loudspeaker configurations with some height channels, i.e. 5.1+4 and 5.1+7. Larger (spatially more complex) playback format may be rendered from the pass-through formats, but the source is open to consider additional loudspeaker configurations, e.g. for rendering of ambisonics and/or objects onto loudspeakers.

c. Support of rendering to lower-order (spatially less complex) audio formats. This means that output of every (meaningful) lower-order playback format is required. Rendering to 5.1+4 is not required for 7.1 content as it would partly need an upmix.
d. Support of binauralized audio. All input formats, except mono, stereo and pre-binauralized audio (which can easily be handled) require binaural rendering for playback in headphones.
3. There shall be an encoder interface for optional specification of a preferred output audio format, which shall support all the required output audio formats. The purpose is to be able to optimize the encoding in the case the capabilities of the receivers can be determined prior to encoding. The interface shall also support a pass-through mode.
4. The decoder/renderer shall provide an interface for specification of the requested output audio format. All the supported output audio formats shall be delivered upon request. The interface shall also support a pass-through mode.

It should be noted that even if pass-through operation would be mandatory for IVAS codec submission the rendering would not automatically be mandatory for services using the IVAS codec. The quality and complexity of the IVAS codec for external rendering could potentially be evaluated separately. 
It would be up to the proponents to support additional output formats which may be used for external rendering or as additional playback formats. The performance of such functionality could be characterized in comparison to the performance of the codec/renderer performance for the required output formats.
This proposal gives the proponents the opportunity to design a good codec given the performance of the corresponding codec technologies and does still allow a fair direct comparison of different codec candidates.
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Appendix A: Proposed updates to IVAS-4
Table 1: IVAS codec design constraints
	Input audio formats 

	The encoder shall support the following input formats:

· Channel-based audio, including mono (1.0), stereo (2.0), surround (5.1 and 7.1), [surround + height (5.1+4 and 7.1+4), TBD]

· Binaural audio

· Scene-based audio, first-order (FOA) and up to [N]-order ambisonics. 

Note: ACN component ordering and SN3D normalization.

· [Spatial audio, [N] channels and spatial metadata defined by [TBD].]

[Editor’s Note FFS: Spatial metadata definition for the spatial audio format will require further input.]

· Object-based audio, with support for at least [TBD] individual [mono] object streams. Each audio object shall be defined by [TBD metadata parameters].

[In addition, the IVAS codec shall support combinations of the above, totalling to no more than [TBD] audio streams. 

Note: It will be necessary to specify how capture/presentations could be achieved in mobile communications.]

	Output audio formats
	The decoder/renderer shall support the output audio formats according to Table 2.
NOTE 1: 
When the output format is identical to the input format, the codec is said to be operating in pass-through mode.
NOTE 2:
The output audio format may be limited by a preferred audio format specified at the encoder.

Editor’s Note 1: Requirements on supported output formats may be relaxed for lower bitrates.
Editor’s Note 2: Support for additional playback formats is TBD.

	...
	

	Encoder interface
	The encoder shall provide an interface for optional specification of a preferred output audio format. Specification of the output audio formats in Table 2 shall be supported. The interface shall support a pass-through mode.

	Interface for rendering
	The decoder/renderer shall provide an interface for specification of the requested output audio format. All the supported output audio formats according to Table 2 shall be delivered upon request. The interface shall support a pass-through mode.

The decoder/renderer shall provide an interface to provide [HRTF/BRIR] data for binaural rendering. The interface is [tbd].

[Note: There was some support for this interface to follow the SOFA SimpleFreeFieldHRIR convention - See AES69-2015].

The decoder/renderer shall provide an API to provide [TBD scene displacement data].

[The IVAS decoder/renderer shall support direct headphone presentation.]


Table 2: Required output audio formats (marked with ‘x’)

	
	Playback audio formats (sorted in increasing spatial complexity order)
	

	Output
format
Input
format  
	Mono 1.0
	Stereo 2.0 (direct)
	Multi-channel 5.1
	Multi-channel 7.1
	Multi-channel 5.1+4
	Multi-channel 7.1+4
	Binauralized audio 2.0
	Ambisonics
	Objects
	[Spatial audio, channels and spatial metadata]
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	Binaural audio 2.0
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	x
	x
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	Objects
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	x
	x
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	[Spatial audio, channels and spatial metadata]
	[x]
	[x]
	[x]
	[x]
	[x]
	[x]
	[x]
	
	
	[x]

	Combinations of input formats
	Output formats of corresponding input formats
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