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Abstract

At the last SA4 meeting, the source presented a contribution [1] proposing the capability to convey positional information of an IVAS capture device to the receiving device. This would allow the receiving device to compensate for undesired movements of the spatial sound scene that may result from inadvertent movements of the capture device. The contribution triggered a discussion whether such a feature would be necessary. 
In this contribution, the source presents further discussion, leading to a more detailed proposal of how the feature could be used and in what scenarios it would be needed. Based on the discussion, the source repeats its proposal for a new set of IVAS design constraint parameters related to conveying positional information of an IVAS Capture Device to the receiving end and related to acoustic scene rotation in response to movements of the capture device.
1. Discussion

The earlier contribution of the source outlined that there are cases in which it is desirable to compensate for positional changes (rotations) of the capture device. Prominent examples are immersive telephony and immersive conferencing applications using a smartphone as sending device. In these use cases, it may frequently happen that the sending device is moved inadvertently either because it is handheld or because the user touches it during operation. The user of the sending device may be unaware that moving it may cause instabilities of the rendered spatial audio at the receiving devices. It can generally not be expected from the user to hold the phone still while in a conversation situation. 
In the related discussions during the SA4#101 meeting there was apparent consensus that in cases like the one above there should be the possibility to compensate for movements of the capture device. However, different views were expressed on whether such compensation should happen in the capture device or in the receiving device. In what follows, these two options are discussed in more detail. Also discussed is a further approach that combines elements of the first two options.
Firstly, the case where rotational movements of the sound capturing device are compensated at the sending end is considered. This may likely allow the best possible stabilization of the captured audio scene with regards to unintended movements. It appears natural to do such compensation either as part of the capture process, i.e. during the acoustic pre-processing, or as part of the IVAS encoding stage. If this should be done without adding significant complexity (or delay), this would require an audio representation that readily allows audio scene rotation. For scene- (Ambisonics) and object-based representations, this is generally the case. A further aspect is that the sending device may not always be aware when compensation of its movement is necessary or desirable. Consider for instance the situation when audio is rendered along with video. In that case, at least when the video capture is done with the same device that captures the audio, it should be possible to either rotate the audio scene along with the moving visual scene or to keep the audio scene stable. Keeping the audio scene stable by compensating capture device movements may be the preferred choice if video is not consumed. This example shows that the choice whether to compensate for capture device rotation movements depends on the receiving end. Hence, in case such compensation can be done at the sender, there must exist suitable signalling mechanisms from the receiving end to instruct the sender to activate or deactivate it. 
To take this discussion one step further, in conferencing use cases with multiple receiving devices with different rendering needs, there may arise conflicting requirements on the sending side about whether to compensate for capture device movements or not. For example, consider the case of a conference between multiple persons sitting in a small room around a table and two further remote users. The users in the room are using a single UE with AV capture. One of the remote users is equipped with headphones and watching the video of the room participants on his/her smartphone. The other user is not using video but is also equipped with headphones. Both remote users experience spatial audio render of the audio scene in the small room. For the first remote user, it is clearly preferable if the sound scene rotates coincident with how the capturing UE rotates in order, e.g., to change focus from the first person to the second person in the room when the second person takes over talking. For the second remote user without video, however, it is preferable to compensate for the rotation of the capturing UE, to avoid confusion of that user. 
Secondly, the case where rotational movements of the sound capturing device are compensated at the receiving end is considered. In this case, one obvious choice is to carry out the associated acoustic scene rotations as part of the rendering process. At least for binaural renderings with headtracking, the renderer needs in any case to be prepared to allow for acoustic scene rotations. Hence, the compensation of capture device movements could readily be done at essentially no extra cost. The decision whether to compensate capture device movements depends on information like the render mode, e.g. whether the render is with or without video, and on potential user preferences or preferences related to the endpoint and the kind of used service. It may even change during session. As the information underlying the decision is readily available at the receiving endpoint, it may appear appropriate to compensate rotational movements of the capture device in the receiving end. Otherwise, as already pointed out above, there might arise the need to convey compensation requests from the receiving end to the sending side. Any conflicts in conferencing use cases with multiple receiving devices that may occur if compensation is done at the sending end would be avoided since the choice to do rotational movement compensations would be private to each receiving end. However, one apparent downside of the compensation of movements of the capture device in the receiving end is that this requires that the positional information of the capture device is conveyed to the receiving endpoints. Assuming that rotational coordinates in all three axes are represented with 8 bits each and estimated and conveyed at a rate of 50 Hz, the resulting bit rate would be 1.2 kbps. 
In what follows, a combined approach is discussed that may alleviate the aforementioned disadvantages. Like in the first approach, unless deactivated, the sending side performs compensation of rotational movements of the capturing device. This will cover all cases where the rendered acoustical scene should be invariant of the capture device position. To address the remaining cases where the rendered acoustical scene should rotate with corresponding movements of the capture device, rotational position parameters of the capture device are conditionally conveyed to the receiving ends. Subject to definition of a suitable rotation reference frame, e.g. with the z-axis corresponding to the vertical direction, in many cases merely the azimuth angle may have to be transmitted (at e.g. 400 bps). Pitch and roll angles of the capture device in the rotation reference frame may only be required in certain VR applications. The receiver may then choose to apply acoustic scene rotation. I.e. it re-applies the acoustic scene rotation that was compensated at the capture end. As in the second approach above, the decision to rotate the acoustic scene remains at the discretion of the receiving device, based on readily available information such as the render mode, e.g. whether the render is with or without video, and on potential user preferences or preferences related to the endpoint and the kind of used service. 
In the above discussion, there is the assumption of various conditional information elements, which are a) whether to activate compensation of rotational movements of the capturing device, b) whether to convey rotational parameters and which or how many of them (azimuth, pitch, roll angles), and c) information based on which the receiving endpoint enables acoustic scene rotation. The first two elements (a and b) may typically be subject to session setup negotiation, the third (c) is available at the receiving endpoint. Thus, none of these information elements require transmissions during the session. In contrast, the conditionally provided rotational parameters of the capture device require in-session transmission, typically in-band, as one conditional element of the IVAS RTP payload format. These parameters will thus require a small portion of the allocated bandwidth.   
2. Conclusion

The first described approach conditionally compensates rotational movements at the sender, depending on requirements imposed by the receiver. It may run into conflicts if multiple endpoints are served, such as in IVAS multi-party conferencing use cases. The source believes that this approach is least preferable and should therefore be dismissed. 
The second approach with compensation at the receivers avoids these conflicts but at the cost that the rotational parameters of the capture device in all three rotational coordinates must in many cases be transmitted to the endpoints even if they are not used. The third and most preferred approach retains the potential benefit of compensation of rotational movements at the sending end but also avoids potential conflicts between different receiving endpoint requirements. The cost of transmitting positional information can be kept low if acoustic scene rotations are only done in the horizontal plane, for instance.  
Common to the second and third approaches is the capability to signal rotational position data from the capturing device to the receiving endpoint(s) and that the renderers in the receiving endpoints support acoustic scene rotations. The third approach also requires the capability of the sending ends to compensate rotational movements of the capturing device.
3. Proposal
In order to support schemes like the second or the preferred third approach, it is proposed to update the IVAS design constraints as follows:
	Compensation of rotational movements of the capturing device
	The sending end shall be prepared to allow for compensation of rotational movements of the capturing device.

[The accuracy of the compensation is TBD.]

	Signaling of rotational position data of the capturing device
	There shall be the possibility to convey spatial orientation data of the sound capturing device to the receiving end. 

The spatial orientation shall be given in azimuth, pitch and roll angles [with a resolution (angles, time) of [TBD]]. 

	Renderer
	The renderer shall be capable of rotating the rendered scene in response to rotational position data conveyed by the capturing device.  
[The maximum algorithmic delay from a received change of the rotational position of the capturing device to a binaural sound rendered within +/- [Y] degree(s) of the change shall be [20 ms].]
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