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1. Summary
6DOF is a feature that may in the future become very important for XR applications. Consequently, the source proposed at the SA4#101 meeting to add 6DOF support to the IVAS codec design constraints [1]. After some debate in which various parties expressed support, the proposal was only noted. 

The present contribution reiterates the proposal that IVAS should support 6DOF. To motivate this proposal, a 6DOF VR conferencing scenario is presented that is suggested to be included into the new Pdoc on IVAS usage scenarios.
2. Considered scenario

The considered 6DOF VR conferencing scenario is described using the proposed usage scenario template [2]. 

	Usage Scenario Name

	6DOF VR conferencing

	Description

	1.
Physical scenario

The physical VR conference scenario is illustrated in Fig. 1. Five IVAS-enabled VR conference users from different sites are virtually meeting. Each of them is using VR gear with binaural playback and video playback using an HMD. The equipment of all users supports movements in 6DOF with corresponding head-tracking. The UEs of the users exchange IVAS coded audio up- and downstream with an IVAS conference call server. Visually, the users are represented through their respective avatars that can be rendered based on information related to relative position parameters and their rotational orientation. 
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Figure 1: Physical scenario

2.
Virtual scenario

Fig. 2 illustrates the virtual conferencing space generated by the conference call server. Initially, the server places the conference users Ui, i=1…5, at virtual position coordinates Ki = (xi, yi, zi). The virtual conferencing space is shared between the users. Accordingly, the audio-visual render for each user takes place in that space. For instance, from user U5’s perspective, the rendering will virtually place the other conference participants at the relative positions Ki – K5, i≠5. For example, user U5 will perceive user U2 at distance 
|Ki – K5| and under the direction of the vector (Ki – K5)/|Ki – K5|, whereby the directional render is done relative to the rotational position of U5. Also illustrated in Fig. 2 is the movement of U5 towards U4. This movement will affect the position of U5 relative to the other users, which will be taken into account while rendering. At the same time the UE of U5 sends its changing position to the conferencing server, which updates the virtual conferencing space with the new coordinates of U5. As the virtual conferencing space is shared, users 
U1–U4 become aware of moving user U5 and can accordingly adapt their respective renders. The simultaneous move of user U2 is working according to corresponding principles.
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Figure 2: Virtual scenario 


	Categorization

	Type: Immersive

Degrees of Freedom: 6DoF

Delivery: Interactive, Conversational

Media Components: Audio-only, Audio-Visual
Devices: VR gear with binaural playback and HMD video playback, Call server

	Preconditions

	The described scenario relies on a conference call server. 

Similar scenarios can be realized without server. In that case, the UEs of all users need to be configured to share their IVAS encoded audio and their positional information with the UEs of all other users. Each UE must further allow simultaneous reception and decoding of IVAS bitstreams and 6DOF attributes from the UEs of all other users.

	Requirements and QoS/QoE Considerations

	The described scenario provides the users with basic 6DOF VR conferencing experience. Quality of Experience can further be enhanced if the user’s UEs not only share their cartesian position coordinates but also their rotational positions. This will allow render of the other virtual users not only at their positions in the virtual conference space but additionally with proper rotational orientation. This is of use if the audio and the avatars associated with the virtual users support directivity like specific characteristics related to face and back. 

In order to support 6DOF VR conferencing scenarios as presented above, the following requirements must be met:

Audio:

A coding framework is required that supports 6DOF with the following features:

· Offering a metadata framework for the representation and upstream transmission of positional information of a receive endpoint, including cartesian coordinates, rotational coordinates.

· The capability to associate input audio elements (e.g. objects) with 6DOF attributes, including cartesian coordinates, rotational coordinates, directivity.     

· The capability of simultaneous spatial render of multiple received audio elements respective of their associated 6DOF attributes. 

· Adequate adjustments of the rendered scene upon rotational and translational movements of the listener’s head.

Video:

Support of simultaneous graphics render of multiple avatars respective of their associated 6DOF attributes, including cartesian coordinates, rotational coordinates, directivity.

	Feasibility

	Subject to IVAS meeting the audio requirement of the previous box, a service offering an experience as the described scenario is feasible with today’s technology. 

	Potential Standardization Status and Needs

	Requires completion of IVAS standardization.


3. Proposal
In order to support 6DOF VR conferencing scenarios as presented above, it is proposed to include the following changes into the IVAS Design Constraints (IVAS-4) under ‘6DOF’ (new) and ‘Decoder/Renderer Motion to Sound Algorithmic Delay’. 
	6DOF
	The candidate codecs shall offer 6DOF support through 
· Offering a metadata framework for the representation and upstream transmission of positional information of a receive endpoint, including [cartesian coordinates, rotational coordinates]
· The capability to associate input audio elements [objects] with 6DOF attributes, including [cartesian coordinates, rotational coordinates, directivity]     

· The capability of simultaneous spatial render of multiple received audio elements respective of their associated 6DOF attributes. 
· Adequate adjustments of the rendered scene upon rotational and translational movements of the listener’s head.

	Decoder/Renderer Motion to Sound Algorithmic Delay
	The maximum algorithmic delay from a detected change in head roll, azimuth & pitch to a binaural sound rendered within +/- [Y] degree(s) of the detected change shall be [20 ms].
The maximum algorithmic delay from a detected change in translational head position (X, Y & Z) to a binaural sound rendered within +/- [Y] % of the detected change shall be [X ms].


It is further proposed to add the scenario description of section 2 to the Pdoc on IVAS usage scenarios.

4. Further work

The source would further like to encourage parties to contribute to the definition of suitable performance requirements for IVAS 6DOF and to the definition of testing methodologies allowing for compliance assessment of a candidate system with respect to these requirements.
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