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4.4	Viewport-related information flow
[bookmark: _GoBack]To better understand what metrics are possible to measure, we need to understand the flow of information inside the VR streaming application. A reference model for VR QoE measurements is described later in clause 6, defining a number of observation points. However, in the current clause we will not specifically focus on observation points, but more on the flow of information, and we will instead use the following picture (from TS 26.118, might be revised) to illustrate a possible information flow for a simple use-case:

	[image: ]
		Figure 4.4.1: Client Reference Architecture for VR DASH Streaming Applications (from [14])
The DASH data model in Figure 4.4.2 below is also used as a basis for the use-case: 
	[image: ]
		Figure 4.4.2: DASH Data Model
As seen in Figure 4.4.2, the adaptation sets are the central part for any viewport-related handling of the DASH media. Each adaptation set covers a certain spatial area of the sphere (signalled in CC), and it may also contain additional information on the relative quality ranking (QR) between the sets. Thus adaptation sets are selected depending on the user pose, and within each adaptation set there might be several representations with different encoding bitrates. 
Note that depending on the scenario (e.g. single stream region-independent, single stream region-dependent, multiple stream region-dependent) multiple adaptation sets may be used at the same time, for instance a low-quality low-bitrate full-coverage set used for the full 360 view, and one or more high-quality sets which mainly covers the intended viewport. In tiled distributions each adaptation set typically contain only one tile, at a certain resolution.

Figure 4.4.3 below shows a simplified signalling diagram for a use-case with different changes of user pose:
[image: S4-180554 rev1]
		Figure 4.4.3: Simplified signalling use-case
Although very simplified, the use-case illustrates the possible division of responsibility between the VR application and the DASH access engine. The VR application uses the sensor information and the MPD coverage and quality metadata to continuously decide which adaptation sets that shall be used. The task of the DASH access engine is to continuously fetch the media segments for the selected adaptation sets, while possibly adapting between different representations depending on the bitrate conditions in the network
In this use-case the DASH access engine does not have any knowledge about the pose or viewport orientation, or other viewport aspects such as field-of-view. It only tries to fetch suitable segments for the adaptation sets specified by the VR application, and deliver these for decoding and rendering. 
Thus any metrics related to pose or viewport handling must either use specific non-viewport-related events known at DASH level (such as change of requested adaptation sets and the later delivery of the related media frames), or use combined trigger events derived from the VR application and the Decoder/Renderer (which might be difficult). 
================================= Start of next change =================================
[bookmark: _Toc530556825]7.2.6	Summary
In this clausecontribution, we have investigated the influence of resolutions, camera motion, motion in the content, and simulator sickness on QoE. Results show that 4K/UHD provides better QoE as compared to FHD resolution. In addition, we have shown that camera motion and motion in the content interacts with the QoE. Simulator sickness has also an impact on the QoE and vice-versa. Content that has the lowest simulator sickness scores provides the maximum QoE to the users and vice-versa.    
Hence it is essential to include detection of features for camera motion and motion in the content for deriving metrics that help to estimate simulator sickness and consequently the influence of simulator sickness on the VR QoE.
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