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Introduction

During SA4#99 the New Study Item on “on eXtended Reality (XR) in 5G” in S4-180973 was agreed and afterwards approved in by SA plenary #81 in SP-180667. A Technical Report is developed in TR26.928. 
This document collects additional agreed information that either needs more refinement or input before added to the technical report or document the status of issues that are of no immediate relevance for the TR26.928.
2
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3
3GPP SA1 Related Work 
3.1
General

SA1 is the key group for use cases and requirements in SA4 and should be consulted. The study item description in SP-180667 lists the communication with 3GPP SA1 for use cases and requirements.
3.2
Use Cases in TR 22.891

TR 22.891 [2] on “Feasibility Study on New Services and Markets Technology” contains around 70 use cases that led to the definition of the 5G System. Of these 70 use cases, the following contain either Virtual Reality or Augmented Reality:
· 5.8 Flexible application traffic routing

· As mentioned in China IMT2020 white paper “5G Vision and Requirements” [3], the further development of mobile internet will trigger the growth of mobile traffic by a magnitude of thousands in the future. The immersive services such as augmented reality, virtual reality, ultra-high-definition (UHD) 3D video have critical requirement on transfer bandwidth and delay between the terminals, and the future network shall be able to transfer these data traffic in a flexible and efficient manner.
· 5.10
Mobile broadband services with seamless wide-area coverage
· As a basic scenario of mobile communications, the seamless wide-area coverage scenario aims to provide seamless service to users. In future, mobile broadband services such as mobile cloud office, mobile cloud classroom, online games/videos, and augmented reality, etc. will become more and more popular and helpful. People hope mobile broadband services are provided wherever they go, for example, urban areas, rural areas, high-speed railways and fast ways between cities. That is to say, mobile broadband services are provided in seamless wide-area coverage
· 5.17
Extreme real-time communications and the tactile internet
· As mentioned in the NGMN 5G whitepaper and SID for SMARTER, “extreme real-time communications” present tight requirements for communications networks. Another term to describe extreme real-time applications is the “tactile internet” as described by Gerhard Fettweis. Tactile internet applications require extremely low latency and high reliability and security.

· Examples of extreme real-time communications include:

· Truly immersive, proximal cloud driven virtual reality
· Remote control of vehicles and robots, real-time control of flying/driving things

· Remote health care, monitoring, diagnosis, treatment, surgery

· Target 1ms delay implies endpoints must be physically close. Maximum distance between endpoints depends on delay budget per link.

· 5.37
Routing path optimization when server changes
· The further development of mobile internet will trigger the growth of mobile traffic by a magnitude of thousands in the future. The immersive services such as augmented reality, virtual reality, ultra-high-definition (UHD) 3D video have critical requirement on transfer bandwidth and delay.

· In order to ensure good user experience, the server near to the end-user may be utilized to serve these types of services, and the operator network needs to ensure optimized data path between end-user and server to address the immersive services requirement on delay, for example, based on the terminal and server location.

· 5.50
Low-delay speech and video coding
· Current speech codecs have an inherent coding delay of 20-40 ms. Such a coding delay is not a problem during a phone call because even a 400 ms one-way delay between speakers does not seriously impair an interactive discussion. Moreover, most systems, at least if the speakers are not on different continents, offer a relatively short transmission delay between speakers. The advantage with a higher coding delay (i.e., 20-40 ms) is that it makes it easier to compress the speech signal, either to reduce the bandwidth or to transmit a higher-quality signal.

· When voice is used in a highly interactive environment, e.g., a multiplayer game or a virtual reality meeting, the requirements on the speech coding delay become tougher to meet, and current coding delays are too high. To support interactivity, the one-way delay for speech should be 10 ms (or lower).
· Augmented reality, virtual reality, three-dimensional (3D) services will be among the services which play an increasingly significant role in the 2020+ timeframe. That is, video will be used more broadly. These scenarios have critical requirement on transfer bandwidth and delay to guarantee good user experience compared to current video service.
· Frame rates, resolution and bandwidth are different aspects of video codec.

· The higher the frame rates (frames per second) the better the video quality, virtual reality may require the capability of displaying content at frame rates of 120 fps or more.

· In order to fulfil the performance (e.g. latency) requirement of future video usage, there is trade-off between complexity and bandwidth usage. But, more complexity (e.g. more complicated compression improvement) implies higher performance processors are required to fulfil the latency requirement.
3.3
Use Cases in TR 22.804
3.3.1
Introduction

The Rel-16 TR22.804 [3] focuses on 5G communication for automation in vertical domains. This is communication that is involved in the production of and working on work pieces and goods, and/or the delivery of services in the physical world. Such communication often necessitates low latency, high reliability, and high communication service availability. Nevertheless, other types of communication are also possible in this area. Moreover, communications with low latency, high reliability, and high communication service availability, and other, not so demanding communication services, may run in parallel on the same 5G infrastructure.

3.3.2
5.3.10
Augmented reality

It is envisioned that in future smart factories and production facilities, people will continue to play an important and substantial role. However, due to the envisaged high flexibility and versatility of the Factories of the Future, shop floor workers should be optimally supported in getting quickly prepared for new tasks and activities and in ensuring smooth operations in an efficient and ergonomic manner. To this end, augmented reality (AR) may play a crucial role, for example for the following applications:

Monitoring of processes and production flows

Step-by-step instructions for specific tasks, for example in manual assembly workplaces

Ad-hoc support from a remote expert, for example for maintenance or service tasks

In this respect, especially head-mounted AR devices with see-through display are very attractive since they allow for a maximum degree of ergonomics, flexibility and mobility and leave the hands of workers free for other tasks. However, if such AR devices are worn for a longer period of time (e.g., one work shift), these devices have to be lightweight and highly energy-efficient while at the same time they should not become very warm. A very promising approach is to offload complex (e.g., video) processing tasks to the network (e.g., an edge cloud) and to reduce the AR head-mounted device’s functionality. This has the additional benefit that the AR application may have easy access to different context information (e.g., information about the environment, production machinery, the current link state, etc.) if executed in the network. A possible processing chain for such a setup is depicted in Figure 5.3.10.1-1.
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Figure 5.3.10.1-1: Possible processing chain for an augmented reality
 system with offloaded tracking and rendering

Here, the AR tracking algorithm determines the current viewpoint of the AR device and places the desired augmentations at the right positions in the current image. One of the main challenges with such a setup is that the displayed augmentations have to timely follow any movements of the camera in the AR device (which may be caused by any movements of the person wearing the AR device) since otherwise the AR user may get sick after some time and a reasonable usage would not be possible. Therefore, also a compression of the video stream from the AR device to the image processing server and back should be avoided if possible in order to reduce the overall processing latency and requirements. 
Some of positioning related service requirements for this use case can be found in [66] [67].
This use case has very stringent requirements in terms of latency and service availability. The required service area is usually bigger than for "motion control" (see Clause 5.3.2). Interaction with the public network (e.g., service continuity, roaming) is not required. 

3.3.3
5.7.4
Remote support for plant maintenance

This use case covers applications which feature a temporary support for augmented-reality devices such as glasses for remote support of maintenance / retrofitting work. This use case encompasses the uplink of video streams and the downlink of the projection of virtual-reality elements.

3.3.4
5.8
Programme Making and Special Events (PMSE)

The Programme Making and Special Events (PMSE) industry is the main driver behind professional equipment for the culture and creative industry (CCI). The PMSE industry comprises all kind of production, event and conference technologies. It can be categorised into audio (e.g., microphones, in-ear monitor), video (e.g., cameras, displays and projectors) and stage control systems.

In today’s typical professional live production setups, lot of wireless PMSE equipment is in use. For instance, artists on stage use wireless microphones in combination with wireless in-ear monitoring systems. Another example is the delivery of live content from wireless cameras to big video panels placed around the stage. Every wireless audio/video link is composed of one transmitter and its destined receiver, which provides the input data for the further processing chain, or in case of an in-ear monitor system the audio stream for the artist on stage.

From a PMSE point of view, the complete on-site 5G system may be seen as part of a local high quality PMSE network (see Figure 5.8.1.1-1), processing audio and video data streams with a guaranteed quality of service regarding latency, audio/video quality, number of wireless links per site and reliability, as well as control data for remote control of wireless devices. Such local, high-quality wireless networks for audio and video are relevant for all kind of live production sites, such as concerts, TV shows, sports events, theatres and musicals, press conferences, and electronic news gathering.

The live event scenario, based on a local high-quality wireless network, offers the possibility to establish new kinds of audience services, e.g., individualised audio mixes or different camera angles, both of which provide new means of user experience. The respective content can be received with future standard consumer hardware (e.g., smartphones). These services also might help people with impaired vision or hearing to follow live events.
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Figure 5.8.1.1-1: Vision of PMSE applications within 5G

In the following, some of the most relevant PMSE use cases are described and analysed in detail. These use cases can be mapped to relevant PMSE application areas as shown in Table 5.8.1.1-1.

Table 5.8.1.1-1: Mapping of the considered use cases (columns) 
to PMSE application areas (rows)

	
	Live performance
	Local Conferencing
	High Data Rate Video Streaming
	Immersive Audio

	Audio
	X
	X
	
	X

	Video
	
	
	X
	

	Stage Control 
	
	
	
	

	Audience Services
	
	
	
	X


3.4
FS_NCIS “Network Controlled Interactive Service in 5GS”
The approved Rel-17 SA1 feasibility study FS_NCIS on “Network Controlled Interactive Service in 5GS” addresses justifications and use cases that are in scope of the objective of FS_XR5G (see SP-180341). Specifically, it says as justification:

With the expectation that 5G consumer UEs, existing or some new form devices (e.g. VR/AR devices, robot, etc.) being used for different use cases in a number of different environments, e.g. entertainment in home party or bar, or education in office, becomes interested for supporting data sharing and data exchanging between users, thus, it is necessary to investigate new use cases and requirements, like lower latency, higher throughput, higher reliability, higher resource/power efficiency etc, for such interactive services.
In EPS, 3GPP has completed various studies and works to provide efficient communication for mobile broadband service and proximity service, but how to support interactive service between users, in different use cases has not been studied.  
The objectives of the work read as follows:

The aim of this work is to study the use cases and to derive potential service requirements to provide users with interactive services. Aspects to be studied include:

· New use cases and new requirements for Interactive Services 

· After the use cases have been identified, service requirements and KPIs will be studied including QoS, operator control, charging, etc.
· Gap analyses between new requirements and existing eMBB service requirements contained in New Services and Markets Technology Enablers (SMARTER) (i.e. TS 22.261) for supporting interactive service
· Gap analyses between new requirements and existing ProSe requirements for supporting interactive service
Whereas the above study item primarily focuses on the impact on network and radio aspects, the use cases and requirements are quite likely relevant also for FS_XR5G.

3.5
FS_AVPROD “Feasibility Study on Audio-Visual Service Production”
The approved Rel-17 SA1 feasibility study FS_AVPROD on “Feasibility Study on Audio-Visual Service Production” is a follow up of clause 5.8 from TR 22.804 and addresses justifications and use cases that are in scope of the objective of FS_XR5G (see SP-180340). Specifically, it says as objectives:

The objective is to study scenarios and use cases and propose potential requirements for AV production in 5G.
The objectives include, but are not limited to:

· Identification of scenarios and use cases for 3GPP AV production support; investigate

· provision of pre-defined data capacity;

· end-to-end latency and other QoS requirements;

· power consumption of mobile terminals;

· dependability assurance and related topics (isolation, QoS monitoring …);

· time synchronisation of up to thousands of devices (cameras, microphones, in-ear monitors, etc.) at application level;

· support for airborne equipment for a height up to 1000 m;

· mobility support for ground speeds of up to 400 km/h

· set-up time for production equipment with consideration to self-organizing / self-awareness;

· adaption of quality to available bandwidth, especially while using hundreds of devices;

· support for special and regular audio / video codecs;

· support  of audio / video equipment management systems;

· secure transmission with end-to-end media encryption;

· broadcast of a production based master clock (time code generator / inserter);  

· identification of potential service requirements;
The study shall take into consideration existing reports and specifications in order not to duplicate work (e.g. FS_CAV, FLUS, etc). It is expected that various common service requirements and synergies will be identified within the course of the work. 

4
Standardization Efforts Outside 3GPP 

4.1
Introduction

This clause provides a brief overview on ongoing standardization, pre-standardization and industry for XR related activities. The information is expected to be updated regularly with new information being received. Relevant information may be added to TR26.928, once it has reached mature enough details. 
4.2
MPEG

4.2.1
Introduction

In October 2016, MPEG initiated a new project on “Coded Representation of Immersive Media”, referred to as MPEG-I. The proposal was justified by the emergence of new devices and services that allow users to be immersed in media and navigate multimedia scenes. It was observed that a fragmented market exists for such devices and services, notably for content that is delivered “over the top”. The project is motivated by the lack of common standards that do not enable interoperable services and devices providing immersive, navigable experiences. The MPEG-I project is expected to enable existing services in an interoperable manner and to support the evolution of interoperable immersive media services. Enabled by the Parts of this Standard, end users are expected to be able to access interoperable content and services, and acquire devices that allow them to consume these.

After the launch of the project, several phases, activities, and projects have been launched that enable services considered in MPEG-I.

The project is divided in tracks that enable different core experiences. Each of the phases is supported by key activities in MPEG, namely in systems, video, audio and 3D graphics-related technologies.

In support of these tracks, additional enablers are created that support and augment some or each of these tracks, e.g. Immersive Media Metrics (part 6), Immersive Media Metadata (part 7) and Network-Based Media Processing (part 8).

Core technologies as well as additional enablers are implemented in parts of the MPEG-I standard. Currently the following 8 parts are under development:

· Part 1 – Immersive Media Architectures
· Part 2 – Omnidirectional MediA Format
· Part 3 – Versatile Video Coding
· Part 4 – Immersive Audio Coding
· Part 5 – Point Cloud Coding

· Part 6 – Immersive Media Metrics

· Part 7 – Immersive Media Metadata

· Part 8 – Network-Based Media Processing
In addition, additional technical components may be provided in existing MPEG specifications outside of MPEG-I (e.g., HEVC and AVC) in order to create interoperable immersive experiences.

4.2.2
MPEG-I Audio
During SA4#100, MPEG informed 3GPP SA4 on their work on audio in the context of MPEG-I in S4-181212.

WG11 would like to inform 3GPP/SA4 of its ongoing work in MPEG-I Immersive Audio Coding.  MPEG-I seeks to provide an immersive virtual audio and visual experience to users wearing a head-mounted visual display (HMD) and audio headphones (or using loudspeakers). The user’s view and perception of the virtual reality (VR) is responsive to user motion (i.e. position and orientation), and interaction with selected virtual items. In a similar way, MPEG-I will support augmented reality (AR) in which virtual objects and associated sounds are placed in the user’s view of the physical world. The project will use the existing MPEG-H 3D Audio Low Complexity Profile (ISO/IEC 23008-3) as a compression engine, and the to be standardized technology MPEG-I Immersive Audio (ISO/IEC 23090-4), as an audio rendering engine. 

In the case of multiple users in a VR world, or even users outside of it, WG11 will support users speaking with other users via a low-latency communications channel. Modules supporting this functionality are shown in purple in the MPEG-I Audio architecture figure below. WG11 envisions that a remote user’s audio signal and associated metadata (such as position and orientation) will be received by the local MPEG-I Audio rendering engine via a standardized, normative interface (located at output of Low-Delay Decoder, and at the output of the Multi-User Data module, below), but that the means for compressing and conveying the remote user’s audio signal would be out of scope. This audio may be immersive, and may carry audio and metadata together in one stream. While WG11 has standardized communications codecs that might be appropriate (e.g. MPEG-4 Low Delay AAC), other communications codecs such as those standardized by 3GPP could also be used.
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(*) MPEG-H 3DADecoder is defined as the core decoder of the MPEG-H 3D Audio Low Complexity (LC) Profile receiving as input in the form of

an MHAS stream and providing as output decoded PCM audio (channels, objects HOA) together with all metadata available in the MHAS packets.




WG11 is currently formulating an architecture and requirements for MPEG-I Audio, as shown above, and envisions a Call for Proposals for MPEG-I Audio technology sometime in 2019, potentially leading to an MPEG-I Audio standard as early as 2021.

WG11 hopes that this information is of interest to 3GPP. Furthermore, WG11 kindly asks 3GPP to keep WG11 informed of work done in 3GPP/SA4 on standardization for VR applications.

4.2.3
Point Cloud Compression (PCC)

During SA4#100, MPEG informed 3GPP SA4 on their work on Point Cloud Compression (PCC) in the context of MPEG-I in S4-181213.

SC29/WG11 would like to inform you of its ongoing work in MPEG-I Point Cloud Compression (PCC). Point clouds are becoming popular to present immersive volumetric video due to the relative ease of capture and render when compared to other volumetric video representation. Several applications include six Degrees of Freedom (6 DoF) immersive video, VR/AR, immersive real-time communication, autonomous driving, cultural heritage and a mix of individual point cloud objects with background 2D/360 video. PCC is considered to provide good immersiveness at reasonable bandwidth for deployment of said applications on future networks.

During the 124th MPEG meeting, we promoted a video-based point cloud compression standard to the Committee Draft stage that is leveraging the existing and future video compression technologies and the video eco-system in general (hardware acceleration, transmission services and infrastructure) while enabling new kinds of application. The current PCC test model encoder implementation shows compression performances of 125:1 while achieving good perceptual quality. 

SC29/WG11 hopes that this information is of interest to you and seeks collaboration on enabling the deployment of PCC. 



Reference:

Text of ISO/IEC 23090-5 CD Video-based Point Cloud Compression N18030

http://wg11.sc29.org/doc_end_user/documents/124_Macao/wg11/w18030.zip (to be available on Dec 7, 2018)

An introduction to V-PCC  ( http://wg11.sc29.org/files/pcc/PX_PC.pptx )
For more details on MPEG-I Point Cloud Compression, refer to clause 5.6.1.
4.3
Khronos/OpenXR

The Khronos group announced a VR standards initiative which resulted into OpenXR (Cross-Platform, Portable, Virtual Reality) defining an APIs for VR and AR applications. Further information is available here: https://www.khronos.org/openxr. OpenXR defines two levels of API interfaces that a VR platform’s runtime can use to access the OpenXR ecosystem:
· Apps and engines use standardized interfaces to interrogate and drive devices. Devices can self-integrate to a standardized driver interface.

· Standardized hardware/software interfaces reduce fragmentation while leaving implementation details open to encourage industry innovation.
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Figure 1. OpenXR Architecture Design Goals (source: https://www.khronos.org/openxr).

The latest public information from SigGraph is available here

· OpenXR – First Public Demonstrations at SIGGRAPH 2018 with details here. 

· Details on the status are provided here: 
· https://www.khronos.org/blog/openxr-first-public-demonstration-at-siggraph-2018. 

· https://www.khronos.org/events/2018-siggraph

4.4
W3C

The WebXR Device API Specification (https://immersive-web.github.io/webxr/) provides interfaces to VR and AR hardware to allow developers to build compelling, comfortable VR/AR experiences on the web. It is intended to completely replace the legacy WebVR specification when finalized. In the meantime, multiple browsers will continue to expose the older API. The latest “WebXR Device API, Editor’s Draft, 16 November 2018” is available here https://immersive-web.github.io/webxr/ and provides an interface to VR/AR hardware. It is marked as “UNSTABLE API”.

Additionally, there has been a presentation at 3GPP/VRIF workshop which is accessible here http://www.3gpp.org/ftp/tsg_sa/WG4_CODEC/Joint%203GPP%20SA4%20-%20VRIF%20Workshop%20on%20VR/Docs/VRSTD-03%20W3C%20Wendy%20Seltzer.zip but only provides a rough overview about W3C and W3C Immersive Web: Virtual and Augmented Reality (https://www.w3.org/community/webvr/).

4.5  ETSI

ETSI launched new group on augmented reality (http://www.etsi.org/index.php/news-events/news/1244-2017-12-news-etsi-launches-new-group-on-augmented-reality), specifically a Augmented Reality Framework Industry Specification Group (ARF ISG) which can be found here http://www.etsi.org/technologies-clusters/technologies/augmented-reality. “In this initial phase of work the ARF ISG is interested in hearing from the industry about AR industrial use cases, obstacles encountered when deploying (pilot) AR services and requirements for interoperability.”
4.6  VR-IF 

VRIF published guidelines at CES 2018, and these are available here http://www.vr-if.org/guidelines/: The initial release of the VRIF Guidelines focuses on the delivery ecosystem of 360° video with three degrees of freedom (3DOF) and incorporates:
· Documentation of cross-industry interoperability points, based on ISO MPEG’s Omnidirectional Media Format (OMAF)
· Best industry practices for production of VR360 content, with an emphasis on human factors such as motion sickness
· Security considerations for VR360 streaming, focusing on content protection but also looking at user privacy.

From public communication at IBC, the following information is collected.

· VRIF members exhibited at IBC2018 (see vr-if.org). Release 2 still planned for early 2019. Guidelines for use of text and fonts moving ahead well; will likely explicitly address subtitles too. 
· Upcoming versions

· Live VR 360 Services

· Use of HDR in VR 

· Text and fonts, including subtitles

· Security: watermarking in VR content 

· Adding Presentation APIs to Guidelines likely only beyond 2.0

· Testing and Interop: slowly moving ahead
4.7  
GSMA VR/AR Cloud

GSMA has initiated work on VR/AR Cloud https://www.gsma.com/futurenetworks/technology/understanding-5g/cloud-ar-vr/
Virtual Reality (VR) and Augmented Reality (AR) are transformative technologies which will revolutionise the consumption of content in both the consumer and enterprise sectors. With more and more services moving to the Cloud, VR/AR will likely follow the trend. AR/VR requires significant data transfer, low latency, big storage and massive computing capabilities, where telecom operators can play important roles via 5G, Edge Computing and the Cloud. The GSMA would like to establish a Cloud VR/AR Forum focusing on the following topics, in order to help operators tackle the challenges of this new service:
· Identify the key use cases in Cloud VR/AR
· Investigate value chain, stakeholders and business models
· Share case studies and best implementation practices
· Define a recommended service architecture to accommodate 5G Cloud based services

4.8 
ITU-T SG16
During SA4#100, ITU-T Q8/16 informed 3GPP SA4 of the start of the approval process (AAP Consent) of three of its work items on immersive live experience (ILE) in S4-181024:

ITU-T Question 8/16 would like to inform you that the following new Recommendations were consented at SG16 meeting in Ljubljana, 9-20 July 2018.

–
H.430.3 (ex H.ILE-SS): Service scenario of immersive live experience (ILE)

–
H.430.1 (ex H.ILE-Reqs): Requirements for Immersive Live Experience (ILE) services

–
H.430.2 (ex H.ILE-FW): Architectural framework for immersive live experience (ILE) services

These Recommendations provide basic information of ILE, such as use cases, definition, high-level requirement and architectural framework, respectively. Q8/16 believes these Recommendations can help your work on immersive services. Q8/16 would like to thank your organization for providing information related to immersive services, and for collaborating in the area of standardization work.

Q8/16 still has a work item on MMT profile for immersive live experience services, so would like to continue further collaboration in study area of immersive services.
Especially the service scenarios were considered relevant for FS_XR5G.
4.9 
Augmented Reality for Enterprise Alliance
A relevant organization for Enterprise AR is the Augmented Reality for Enterprise Alliance (AREA). For details refer here: http://thearea.org
The organization addresses a significant amount of use cases: http://thearea.org/area-resources/use-cases/ in the following industries:

· Architecture and Construction

· Aviation and Aerospace

· Emergency Response

· Field Service

· Healthcare

· Industrial Equipment

· Logistics

· Manufacturing

· Marketing & Sales

· Training

· Utilities

· Warehouse Picking

Technologies discussed in context of the use cases include:

· Eye-Gaze Recognition

· Gesture Recognition

· Head-Mounted Display

· Real-time Detection

· Real-time recognition

· Real-time rendering

· Speech recognition

· Touchscreen
5 Key technologies for Extended Reality 
5.1
Introduction

This clause provides a brief overview on key technologies for extended reality. The information is expected to be updated regularly with new information being received. Relevant information may be added to TR26.928, once the descriptions has matured. 
5.2
Technology Clusters
The following technology clusters are identified would deserve description and definition.
· Content representation

· Scene description

· Visual

· Meshes

· Projected Video

· Point Cloud

· Light field 
· Text/graphics
· Audio

· Object/scene based
· Capturing systems and Production

· User-Generated
· Professionally Cinematic

· Professional Live event

· Computer-Generated (synthetic)

· Mixed
· Devices

· VR
· Cardboards

· Standalone HMD

· Flat rendering (smartphone, tablet, TV...)

· AR
· Phone-based 

· Glasses

· Head-up display

· Platforms and Ecosystems
· AR/VR SDKs

· See below...
· Device/Chipset

· GPU

· Decoders

· Encoders

· Dedicated software?

· AI functions

· Sensors(e.g. depth, tracking...)/cameras

· Interfaces

· Display technologies

· Compression and Delivery - connectivity

· PCC

· MPEG-I audio

· Bluetooth/ USB-C/HDMI... 5G!

5.3
XR Form factors

Extended reality addresses also different form factors as shown in Figure 1. More details are expected to provided. 


[image: image5]
5.4
Ecosystems and Platforms

Oculus:

· Primary Focus: VR (Standalone and PC)
· Devices: Go (3DoF) launched, Quest (6DoF) early 2019
Google:

· Primary Focus: AR/AI (Smartphones + Lens) + Enterprise Glass

· Some technologogies
· Daydream VR
· ARCore
· Smart Lenses
· Google Glass 
HTC Vive

· Primary Focus: VR (Standalone and PC)
Microsoft

· Primary Focus: AR (Standalone), PC VR
Apple:

· Primary Focus: AR/AI (Smartphone and Sensors)
· Some technologies:

· ARKit

Samsung:

Magic Leap

· Magic Leap Display Technology
· Images are “projected” onto the focal planes via waveguide.

· Six-layer waveguide display (akin to placing two translucent mini-TVs in front of one another). 

· Custom projector and lens combination system that displays red, green, and blue colors at separate depths

· Creates the illusion of three-dimensional objects that can more realistically appear to blur with distance.

Also lots of activities start in China.

5.5
XR Perception Requirements

	Awareness of the user:

· Head-tracking

· Eye-tracking

· Face expression

· Hand tracking

· Body tracking

· Body pose est.
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	Awareness of the environment

· Safe zone discovery

· Dynamic obstacle warning

· Geometric and semantic environment parsing

· Environmental lighting

· World mapping
	[image: image7.png]





5.6
Compression Technologies

5.6.1

MPEG-I Point Cloud Compression
1. 5.6.1.1
Introduction
1.1 5.6.1.1.1
CfP and Standardization progress

The ISO/IEC SC29 WG11 called the proposals for Point Cloud Compression [6] at its 118th meeting on April of 2017. The Call for Proposal had detailed test conditions and parameters for lossless and lossy compression for combination of geometry with no attribute or with color attributes. Also test material was classified as category 1 (static objects and scene), category 2 (dynamic objects) and category 3 (frame-based and fused).

3D Graphics Working Group reviewed the submitted proposals then issued the first version of Working Draft at April of 2018, got into Committee Draft at October of 2018, and expected to get Final Draft International Standard at October of 2019.
1.2 5.6.1.1.2
ISO/ISO 23090-5 Point Cloud Compression

This document presents brief introduction of point cloud compression mostly based on output document from MPEG [7] with additional explanation for XR 5G use cases.
5.6.1.2
Point Cloud Compression

5.6.1.2.1 Architecture of Encoder and Decoder

Technical details of each new coding method are described in the following sub-sections. The descriptions of encoding strategies are also provided. A following block structure is used for encoding input Point cloud frame in Test Model:
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Fig. 5.6.1-1: PCC Encoder block diagram
and decoding Compressed Point cloud bitstream in Test Model.
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Fig. 5.6.1-2: PCC Decoder block diagram

5.6.1.2.2 3D to 2D decomposition

The patch generation process aims at decomposing the point cloud into a minimum number of patches with smooth boundaries, while also minimizing the reconstruction error. 
Each point is associated with a corresponding plane of a point cloud bounding box. Each plane is defined by a corresponding normal:

· (1.0, 0.0, 0.0), 

· (0.0, 1.0, 0.0), 

· (0.0, 0.0, 1.0),

· (-1.0, 0.0, 0.0), 

· (0.0, -1.0, 0.0), 

· (0.0, 0.0, -1.0).
Projection estimation description is demonstrated on figure 5.6.1-3.
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Fig. 5.6.1-3: Projection on Point cloud bounding box

The initial clustering is then refined by iteratively updating the cluster index associated with each point based on its normal and the cluster indices of its nearest neighbors. The final step consists of extracting patches by applying a connected component extraction procedure.
5.6.1.2.3 Packing

The process of creating a geometry and texture map is performing efficient patch allocation for 2D grid with a used-defined minimum size block TxT. Corresponding value (T) shall be sent to the decoder. Packing method in TMC 2 is an exhaustive search algorithm.
5.6.1.2.4 Depth and Texture Images

The image generation process exploits the 3D to 2D mapping computed during the packing process to store the geometry and texture of the point cloud as images. In order to better handle the case of multiple points being projected to the same sample, each patch is projected onto two images, referred to as layers.
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Fig. 5.6.1-4: Example of layer projection structure
Geometry is represented by a frame of WxH in YUV420-8bit format, note that the geometry video is monochromatic.

Texture is represented by a frame of WxH in YUV420-8bit format. The texture generation procedure exploits the reconstructed/smoothed geometry in order to compute the colors to be associated with the re-sampled points.
5.6.1.2.5 Occupancy Map

The occupancy map consists of a binary map that indicates for each cell of the grid whether it belongs to the empty space or to the point cloud.

Occupancy map is represented by a frame of WxH in YUV420-8bit format, not that the occupancy video is monochromatic.

5.6.1.2.6 Patch Auxiliary Information

The following metadata is encoded/decoded for every patch:

· Index of the projection plane 

· 2D bounding box
· 3D location of the patch represented in terms of depth, tangential shift and bi-tangential shift.
5.6.1.2.7 2D Video encoding

5.6.1.2.7.1 General
The generated images/layers are stored as video frames and compressed using the HM video codec according to the HM configurations provided as parameters.
5.6.1.2.7.2 Lossless Video compression for Geometry and Texture

Input point cloud is compressed either in a lossless manner or lossy manner. HM-16.18+SCM-8.7 is used for lossless representation.
5.6.1.2.7.3 Lossy Video compression for Geometry and Texture

HM-16.18+SCM-8.7 video codec is used for lossy compression for texture and geometry video. And HM-16.18+SCM-8.7 (scc) is used for occupancy map lossy coding.
2. 5.6.1.3
Point Cloud Contents and Compression Ratio
Test Model for PCC provides lossless/lossy compression for all Intra or inter prediction. The compression ratio of TM for PCC is shown in Table 5.6.1-1.
Table 5.6.1-1: Performance of Test Model for PCC
	
	
	
	Mbps
	Compression ratio

	Original
	1652.79
	

	Lossless
	All Intra
	338.07
	4.89

	
	Inter
	329.55
	5.02

	Lossy
	All Intra

 

 

 

 
	R1
	4.01
	412.09

	
	
	R2
	6.48
	255.00

	
	
	R3
	11.00
	150.27

	
	
	R4
	19.78
	83.57

	
	
	R5
	35.25
	46.89

	
	Inter

 

 

 

 
	R1
	2.38
	695.61

	
	
	R2
	3.37
	489.96

	
	
	R3
	5.24
	315.20

	
	
	R4
	9.32
	177.31

	
	
	R5
	19.39
	85.26


5.7
3D Formats and Scene Descriptions
5.7.1
Introduction

This clause provides a short introduction to relevant 3D formats for media and scene description.
5.7.2
PLY File Format

The PLY format is used to describe a 3D object as a list of vertices, faces and other elements, along with associated attributes. A single PLY file describes exactly one 3D object. The 3D object may be generated synthetically or captured from a real scene. Attributes of the 3D object elements that might be stored with the object include: color, surface normals, texture coordinates, transparency, etc...

However, the PLY does not intend to replace a Scene Graph, so it does not include transformation matrices, multiple 3D objects, modeling hierarchies, or object sub-parts. A typical PLY object definition is a list of (x,y,z,r,g,b) triples for vertices and their color attributes (r,g,b) that can represent a point cloud. It may also include a list of faces that are described by indices into the list of the vertices. Vertices and faces elements of the 3D object representation. 

PLY allows applications to create new attributes that attach to the elements of an object. New attributes are appended to the list of attributes of an element, in a way to maintain backwards compatibility. Attributes that are not understood by a parser are simply skipped. 

Furthermore, PLY allows for extensions to create new element types and their associated attributes. Examples of such elements could be materials (ambient, diffuse and specular colors and coefficients). New elements can also discarded by programs that do not understand them.

A PLY file is structured as follows:

  Header

  Vertex List

  Face List

  (lists of other elements)

The header is a human-readable textual description of the PLY file. It contains a description of each element type, including the element's name (e.g. "vertex"), how many such elements are in the object, and a list of the various attributes associated with the element. The header also indicates whether the file is in binary or ASCII format. A list of elements for each element type follows the header in the order described in the header.

The following is an example PLY in binary format with 19928 vertices and 39421 faces: 

	ply

format binary_little_endian 1.0

comment generated by 3GPP

element vertex 19928

property float x

property float y

property float z

property float nx

property float ny

property float nz

property int flags

property uchar red

property uchar green

property uchar blue

property uchar alpha

element face 39421

property list uchar int vertex_indices

property int flags

end_header

…


This example demonstrates the different components of a PLY file header. Each part of the header is a carriage-return terminated ASCII string that begins with a keyword. In case of binary representation, the file will be a mix of an ASCII header and binary representation of the elements, in little or big endian, depending on the architecture on which the ply file has been generated. The PLY file must start with the characters "ply".

The vertex attributes listed in this example are the (x,y,z) floating point coordinates, the (nx,ny,nz) representation of the normal vectors, a 32 bit flag mask, (r,g,b) 8-bit representations of the color of each vertex, an 8-bit representation of the transparency alpha channel. Faces are represented as a list of vertex indices with a flags attribute associated with each face. 
5.7.3
OBJ File Format

The OBJ file format is a textual file format that represents a set of commands to be run by the renderer. Commands are represented in separate lines, terminated by a newline. The first character of each line specifies the type of command. 

The following is a description of the most common commands in an obj file:

# comment line
This indicates a comment line and is ignored by the OBJ parser. It is quite common for comments to contain the number of vertices and/or faces an object defines.

v x y z
The “v” indicates a vertex command that specifies a vertex by its 3D space coordinates. The vertex is implicitly referenced by the its order of appearance in the file relative to other vertices. The indexing starts at index 1.

vt u v [w]
The vertex texture command specifies the UV (and optionally W) mapping of a texel. These values are specified as floating points in the range [0..1].

vn x y z
The vertex normal command specifies the normal vector for that vertex. 

f v1[/vt1][/vn1] v2[/vt2][/vn2] v3[/vt3][/vn3] ...
The face command specifies a polygon established from the listed vertices. The list may contain as many vertices as desired. To reference a vertex, the index of the vertex in the file is used. For example 'f 2301 2302 2303 2304' means a face built from vertices 2301 to 2304. Each vertex of a face my also be associated with a vt index, which references the vertex texture command associated with this vertex. A vn index may also be specified to indicate the normal vector at that vertex. Either all vertices have associated texture maps and/or normals, or none of them. 

If a normal is not provided for the vertices of a face, then the orientation of the face is determined from the orders the vertices are given. Vertex indices may be provided as relative offsets, when they are indicated as negative values.

g name
The group name command specifies a sub-object grouping. All 'f' face commands that follow are considered to be in the same group.

usemtl name
The use material command provides a reference to a material definition to be used. All 'f' face commands that follow will use the same material, until another usemtl command is encountered. 

	#

# OBJ File Generated by 3GPP

#

####

# Object example.obj

#

# Vertices: 19928

# Faces: 39421

#

####
vn -0.944337 -0.259246 -0.202531

v 48.000000 98.000000 32.000000 0.474510 0.596078 0.807843

vt 0.994516 0.094271 0.045291
…
g FACE
usemtl face

f 4232/4232/4232 4470/4470/4470 4464/4464/4464

f 12188/12188/12188 11936/11936/11936 12442/12442/12442

f 16133/16133/16133 15903/15903/15903 16131/16131/16131

f 4232/4232/4232 4236/4236/4236 4470/4470/4470


5.7.4
Universal Scene Description (USD)

The USD has been developed and made open source by Pixar with the goal of providing an interoperable scene graph format for the VFX industry. USD offers multi-file assembly of assets to enable splitting and composition of scenes. The parallel concurrent processing of the scene has been a key aspect of USD. 

The following is an example of a USD file that has been shortened for brevity:

	#usda 1.0

(

    endTimeCode = 239

    startTimeCode = 0

)

def Scope "Materials"

{

    def Material "pbrmaterial_0"

    {

        token outputs:displacement.connect = </Materials/pbrmaterial_0/pbrMat1.outputs:displacement>

        token outputs:surface.connect = </Materials/pbrmaterial_0/pbrMat1.outputs:surface>

        def Shader "pbrMat1"

        {

            uniform token info:id = "UsdPreviewSurface"

            color3f inputs:diffuseColor = (0.64000005, 0.64000005, 0.64000005)

            color3f inputs:diffuseColor.connect = </Materials/pbrmaterial_0/baseColorTexture.outputs:rgb>

            float inputs:metallic = 0

            float inputs:opacity = 1

            bool inputs:useSpecularWorkflow = 0

            token outputs:displacement

            token outputs:surface

        }

        def Shader "primvar_st0"

        {

            uniform token info:id = "UsdPrimvarReader_float2"

            float2 inputs:fallback = (0, 0)

            token inputs:varname = "st0"

            float2 outputs:result

        }

        def Shader "primvar_st1"

        {

            uniform token info:id = "UsdPrimvarReader_float2"

            float2 inputs:fallback = (0, 0)

            token inputs:varname = "st1"

            float2 outputs:result

        }

        def Shader "baseColorTexture"

        {

            uniform token info:id = "UsdUVTexture"

            color3f inputs:fallback = (0.64000005, 0.64000005, 0.64000005)

            asset inputs:file = @Trex_diffuse.png@

            float4 inputs:scale = (0.64000005, 0.64000005, 0.64000005, 1)

            float2 inputs:st.connect = </Materials/pbrmaterial_0/primvar_st0.outputs:result>

            token inputs:wrapS = "repeat"

            token inputs:wrapT = "repeat"

            color3f outputs:rgb

        }

    }

}

def Xform "root"

{

    float3 xformOp:scale = (100, 100, 100)

    uniform token[] xformOpOrder = ["xformOp:scale"]

    def Xform "Light"

    {

        matrix4d xformOp:transform = ( (0.01000213623046875, 0, -0, 0), (0, -1.192347554024309e-9, 0.010002135299146175, 0), (0, -0.010002135299146175, -1.192347554024309e-9, 0), (0, 0, 0, 1) )

        uniform token[] xformOpOrder = ["xformOp:transform"]

    }

    def Xform "Armature"

    {

        matrix4d xformOp:transform = ( (0.01000213623046875, 0, -0, 0), (0, -1.192347554024309e-9, 0.010002135299146175, 0), (0, -0.010002135299146175, -1.192347554024309e-9, 0), (0, 0, 0, 1) )

        uniform token[] xformOpOrder = ["xformOp:transform"]

        def Xform "main"

        {

            matrix4d xformOp:transform = ( (1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1) )

            uniform token[] xformOpOrder = ["xformOp:transform"]

            def SkelRoot "skeleton_root"

            {

                def Mesh "mesh_primitive0"

                {

                    float3[] extent = [(-71.8918, 0, -239.1093), (71.9093, 242.66, 296.6707)]

                    int[] faceVertexCounts = […]








int[] faceVertexIndices = [...]








rel material:binding = </Materials/pbrmaterial_0>

                    normal3f[] normals = [(0.94875944, 0.30515456, 0.08188116),…]








point3f[] points = [(18, 227.64, -185.3993),…]








int[] primvars:skel:jointIndices = […](

                        elementSize = 4

                        interpolation = "vertex"

                    )

                    float[] primvars:skel:jointWeights = […]elementSize = 4

                        interpolation = "vertex"

                    )

                    texCoord2f[] primvars:st0 = [(0.4721, 0.6438),…]






}





}



}


def Xform "Camera"

   {

        matrix4d xformOp:transform = ( (-0.009027790278196335, -8.942606655182317e-9, 0.0043060146272182465, 0), (-0.0041956533677875996, 0.0022499938495457172, -0.008796405978500843, 0), (-0.0009686361881904304, -0.009745782241225243, -0.0020308182574808598, 0), (-4.315316200256348, 3.268372058868408, -7.785485744476318, 1) )

        uniform token[] xformOpOrder = ["xformOp:transform"]

    }

}


As can be seen from the example, USD is very feature rich. In addition to defining vertices and faces, it also defines groups or sub-parts. It allows to provide shaders, reference and define different types of materials, compose different parts together hierarchically, rig an object, define animations, place cameras and light sources in the scene, and a lot more.

Figure 5.7.4-1 shows the hierarchy of a graph with the associated 3D Object.
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Figure 5.7.4-1: hierarchy of a graph with the associated 3D Object
5.7.5
glTF 2.0

glTF 2.0 is a new standard that was developed by Khronos to enable Physically Based Rendering. glTF 2.0 offers a compact and low-level representation of a scene graph. glTF 2.0 offers a flat hierarchy of the scene graph representation to simplify the processing. glTF 2.0 scene graphs are represented in JSON to ease the integration in web environments. The glTF 2.0 specification is designed to elimate redundancy in the representation and to offer efficient indexing of the different objects in the scene graph. 

The structure of a glTF 2.0 scene graph document is arranged as shown in Figure 5.7.5-1.
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Figure 5.7.5-1: structure of a glTF 2.0 scene graph document
The scene graph itself has the structure as shown in Figure 5.7.5.-2.
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Figure 5.7.5-2 scene graph of a glTF 2.0 scene
5.7.6
Open Scene Graph (OSG)

The OSG is designed as a set of libraries that provide core functionalities of scene graphs but also allow for extensions for more customized scene graph processing. 

1) The OSG is available as an open source C++ implementation and offers a set of APIs to access its libraries. 

2) The core OSG functionality consists of four libraries: 

3) The OpenThreads library: This library provides an implementation of threading functionality.

4) The osg library: this library provides an implementation of all the basic elements that are used to build a scene graph. This includes nodes, geometries, rendering states and textures. It also contains an implementation of matrix operations that are needed for example for spatial transforms. 

5) The osgDB library: this library offers a plugin mechanism to read and write 2D and 3D media files. It also supports dynamic loading and unloading of scene graph segments for better memory and complexity management. 

6) The osgUtil library: this library provides support functionality to perform scene graph rendering. This library includes functionality for scene graph traversal, culling, collision detection, and translation to OpenGL. 

Extensibility is achieved through NodeKits, which among others offers the following libraries:

· The osgAnimation library: this library provides a range of general-purpose utilities for various animations, including skeleton and morphing. It uses generic templates to construct multiple kinds of key frames and animation channels. 

· The osgFX library: this library has a framework for implementing 3D special effects.

· The osgManipulator library: This library extends the scene graph to support 3D interactive manipulation, such as moving, rotating, and scaling of transformable nodes. 

· The osgParticle library: this library makes it possible to render explosions, fire, smoke, and other particle-based effects.

· The osgShadow library: this library provides a framework for various shadow rendering techniques.

· The osgText library: this library fully supports the rendering of TypeType and a series of other font formats, based on the FreeType project. It can draw 2D and 3D texts in 3D space or on the screen.

· The osgViewer library: this library provides an abstraction layer to support rendering on a wide variety of windowing systems.

Figure 5.7.6-1 shows the class hierarchy of different nodes as defined by OSG.
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Figure 5.7.6-1: the class hierarchy of different nodes as defined by OSG
6 Use Cases under Consideration

6.1
Introduction

This clause collects use cases that are under consideration and development. It is encouraged to update the use cases, add information and clarifications, add feasibility aspects and harmonize them. Agreed use cases will be added to TR26.928.

Please check the minutes of the Video SWG during SA4#101 (S4-181400) for comments and proposed updates.

6.2
Streaming of Immersive 6DoF
	Use Case Description: Streaming of Immersive 6DoF (from S4-181275)

	Alice consumes a recorded highlights of a basketball match being seated close to the court by using an application on the 5G enabled HMD. For this, Alice wears an HMD together with a 6DoF manual controller. The 6DoF controller allows to change the viewing position (i.e. the seat) and looking at the action from different angles. In addition, restricted local 6DoF movement of Alice at a location enables to interact with the scene based on HMD sensors. Even more the controller allows to rewind, slow mo and pause the scene. In the pause or slow motion mode, the scene can be viewed from different angles using the controller and head motion. The scene is overlaid with information that helps Alice to navigate through the scene. Alice feels present in the scene. 

	Categorization

	Type: VR
Degrees of Freedom: 6DoF

Delivery: Streaming and Interactive
Device: HMD with a controller

	Preconditions

	· Application is installed that permits to consume the scene

· The application uses existing HW capabilities on the device, including A/V decoders, rendering functionalities as well as sensors

· Media is captured properly and accessible on cloud storage through HTTP access 

	Requirements and QoS/QoE Considerations

	· Required QoS: Bitrates and Latencies that are sufficient to render the viewport within the immersive limits

· Required QoE: 
· Fast startup of the service, 
· fast reaction to manual controller information, 

· reaction to head movement within immersive limits, 

· providing sufficient AV experience to enable presence.

	Feasibility

	tbd

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Coded Representation of Audio/Video Formats
· Scene composition and description
· Storage and Cloud Access Formats

· Content Delivery Protocols
· Decoding, rendering and sensor APIs


6.3
Immersive 6DoF Streaming with Social Interaction
	Use Case Description: Immersive 6DoF Streaming with Social Interaction (from S4-181275)

	In an extension to the above use case, Alice is now integrated into social interaction:

· She virtually watching the game with other friends who are geographically distributed and whose avatars are sitting in the stadium next to her. She has voice conversations with those friends while watching the game.

· While she moves through the stadium to another location, she make friends with other folks watching the same game.

· She gets overlaid contextually relevant twitter feeds

	Categorization

	Type: VR and Social VR
Degrees of Freedom: 6DoF

Delivery: Streaming, Conversational and Interactive
Device: HMD with a controller

	Preconditions

	· Application is installed that permits to consume the scene

· The application uses existing HW capabilities on the device, including A/V decoders, rendering functionalities as well as sensors

· Media is captured properly and accessible on cloud storage through HTTP access

· One or multiple communication channels across users can be setup

	Requirements and QoS/QoE Considerations

	· Required QoS: 

· Bitrates and Latencies that are sufficient to render the viewport within the immersive limits

· Required QoE: 
· Fast startup of the service, 
· fast reaction to manual controller information, 

· reaction to head movement within immersive limits, 

· providing sufficient AV experience to enable presence.

· Sufficiently low communication latency

· Synchronization of user communication with action

· Synchronized and context-aware twitter feeds

	Feasibility

	tbd

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Coded Representation of Audio/Video Formats

· Scene composition and description

· Storage and Cloud Access Formats

· Content Delivery Protocols

· Decoding, rendering and sensor APIs

· Synchronized Playout of users in the same room


6.3
Emotional Streaming
	Use Case Description: Emotional Streaming  (from S4-181275)

	Bob is watching a horror movie using an HMD. He is fascinated, but his body reaction, eye rolling, and other attributes are collected and are used to create a personalized story line. Movie effects are adjusted for personal preferences while reactions are collected when watching the movie. Bob’s emotional reactions determine the story-line.

	Categorization

	Type: 2D interactive, VR and AR
Degrees of Freedom: 2D, 3DoF+
Delivery: Streaming and Interactive
Device: HMD

	Preconditions

	· Application is installed that permits to consume the scene

· The application uses existing HW capabilities on the device, including A/V decoders, rendering functionalities as well as sensors

· The application uses AI to extract personalized reactions

	Requirements and QoS/QoE Considerations

	· QoS: 

· Bitrates and Latencies that are sufficient to render the viewport within the immersive limits

· QoE: 
· fast reaction to body emotion feedback, 

· reaction to head movement within immersive limits, 

· providing sufficient AV experience to enable presence.

	Feasibility

	https://www.cnet.com/news/with-5g-you-wont-just-be-watching-video-itll-be-watching-you-too/

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Coded Representation of Audio/Video Formats

· Scene composition and description

· Storage and Cloud Access Formats

· Content Delivery Protocols

· Decoding, rendering and sensor APIs
· Annotation Metadata


6.4
AR face-to-face calls
	Use Case Description: AR face-to-face calls (from S4-181279)

	Anne is video chatting with her friend Bob using the front camera of the smartphones. In order to let Bob see some special effects on her face, Anne turned on the AR function. Bob saw Anne's face turned into a cute bunny on his own device, and the facial features were exactly the same as real Anne.

	Categorization

	Type: AR
Degrees of Freedom: 6DoF

Delivery: Real-time Call/Conference
Device: Phone

	Preconditions

	· Anne’s phone is equipped with 3D capturing capabilities, such as front depth camera.

· Anne’s phone or the media server (such as MRFP) supports face identification, 3D modeling, and facial reenactment in real-time.

	Requirements and QoS/QoE Considerations

	· QoS: video streaming and point cloud transport
· QoE: Quality of the 3D object representation, level of details

	Feasibility

	New smartphone releases, such as the Huawei Mate20, are equipped with a depth camera that can be used to build accurate 3D models of objects of interest.

3D modeling and facial reenactment can be done autonomously on the sending end relying on the capturing device, or it can employ more powerful network computing capabilities to achieve complex effects, as long as the additional delay is low enough to meet the conversational service requirements.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Standardized formats for 3D video based on meshes, point clouds, and/or depth-layered video

· Extensions to MTSI and Telepresence for support of 3D video based on meshes, point clouds, and/or depth-layered video


6.5
Video conferencing with AR calls
	Use Case Description: Video conferencing with AR calls (from S4-181279)

	Anne is holding a video conference call with colleagues who are miles away. These colleagues are in a conference room with human body 3D model capture and collection devices. The 3D image of each participant is separated from the background by the camera in real time and compressed and transmitted in the form of a point cloud. Multiple microphones mounted on the camera simultaneously capture 3D audio of the space.

Anne is wearing a pair of professional AR glasses and headphones at home to participate in the conference. Each colleague's immersive image and the emitted sound containing the orientation are reproduced by the AR device in the room where Anne is located, and the location of each participant in the current room is determined in conjunction with the original location.

At the same time, a camera with a microphone is aimed at Anne, and the information collected in real time is transmitted to the company meeting room. Colleagues see images of Anne through a traditional TV or tablet.

	Categorization

	Type: AR, MR

Degrees of Freedom: 6DoF

Delivery: Real-time Call/Conference
Device: Phone, AR Glass, VR HMD (some participant may using VR HMD)

	Preconditions

	· Phone is equipped with 3D capture capabilities, such as front depth camera

· Media Server(such as MRFP) supporting portrait/face identification, 3D modeling spatial positioning(such as SLAM), rendering in real-time

	Requirements and QoS/QoE Considerations

	· QoS: Video conferencing with point cloud
· QoE: Quality of the 3D object representation, level of details

	Feasibility

	For a better experience, such as the exchange of eye contacts and expressions between participants, it is necessary to support AR/VR HMD removal and real-time facial reconstruction.
Finer rendering and real-time processing require a lot of computing power, from the aspects of computing power, power consumption, heat generation, etc., more suitable for execution on the media server, not at the UE side.

To achieve physically-based rendering (PBR), additional characteristics of the 3D object’s texture are stored. These may include properties such as specular, diffuse, transparency, reflectivity, etc.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Standardized format for 3D objects

· Standardized format for mixed reality 3D scenes

· Extensions to MMS to support sharing of 3D objects and scenes

· Standardized formats for 3D video based on meshes, point clouds, and/or depth-layered video

· Extensions to MTSI and Telepresence for support of 3D video based on meshes, point clouds, and/or depth-layered video


6.6
XR Meeting
	Use Case Name (from S4-181306)

	XR Meeting

	Description

	This use case is a mix of a physical and a virtual meeting. It is an XR extension of the virtual meeting place use case described in 3GPP TR 26.918. The use case is exemplified as follows:

Company X organizes a workshop with discussions in a couple of smaller subgroups in a conference room. Each subgroup discusses a certain topic and participants are free to move to the subgroup of their interest. Remote participation is enabled. 

The main idea for the remote participants is to create a virtual world where they can meet and interact through their avatars with the other people. Remote participants are equipped with HMD and headphones. A remote participant would be able to move freely in the virtual conference room and interact with the different subgroups of people depending for example on the discussion they are having. In this scenario, the remote user would be able to speak to other users in his/her immediate proximity and obtain a spatial rendering of what the other users in his/her immediate proximity are saying and would hear them from the same relative positions they have to him/her in the virtual world.

The physical participants see and hear avatars representing the remote participants through their AR Glasses and headphones. They interact with the avatars in the discussions as if they were physically present. For them the interactions with other physical and virtual participants happen in a mixed reality.   

	Categorization

	Type: AR, VR, XR, MR

Degrees of Freedom: OD 6DoF, 6DoF

Delivery: Interactive, Conversational

Device: Phone, HMD, Glasses, headphones

	Preconditions

	Remote participants: Phone with render capability through connected HMD and headphones.

Physical participants: Phone with connected AR Glasses and (open) headphones.  

Meeting facilities: immersive audio and video capture.

	Requirements and QoS/QoE Considerations

	QoS: QoS requirements like MTSI requirements (conversational, RTP).

QoE: Immersive voice/audio and visual experience, Quality of the mixing of virtual objects into real scenes. 



	Feasibility

	<provides a summary on how such a use case can be implemented today, including references>

TBD

	Potential Standardization Status and Needs

	<identifies potential standardization needs>

TBD


6.7
Convention / Poster Session
	Use Case Name (from S4-181306)

	Convention / Poster Session

	Description

	This use case is exemplified with a conference with poster session that offers virtual participation from a remote location. 

It is assumed that the poster session may be real, however, in order to contribute to meeting climate goals, the conference organizers are offering a green participation option. This is, a virtual attendance option is offered to participants and presenters, as an ecological alternative avoiding travelling. 

Remote participants are equipped with HMD and headphones. They are virtually present and can walk from poster to poster. They can listen to ongoing poster presentations and move closer to a presentation if they think the topic or the ongoing discussion is interesting. The virtual participants are represented at the real event through their avatars, which the real participants and presenters see and hear through their AR glasses and headphones. The real and virtual participants and the presenter interact in discussions as if everybody was physically present. The remote participants have also the possibility to use their VR controller as a pointing device to highlight certain parts of the poster, for instance when they have a specific question.

Virtual presenters are equipped with HMD and headphones. They see their own poster, use their VR controller as a pointing device to highlight a part of the poster that they want to explain. They also see their audience, which may be a mix of real persons that are physically present at the meeting, and avatars of remote participants. It may also be that they see some colleagues passing by and, to attract them to the poster, they may take some steps towards the colleague and call out to her/him. The audience attends the virtual poster session in some dedicated physical spots of the conference area. The participants see and hear the virtual presenter through their AR glasses/headphones. They also see and hear the other audience that may be physically present or just represented though avatars.    

	Categorization

	Type: AR, VR, XR, MR

Degrees of Freedom: OD 6DoF, 6DoF

Delivery: Interactive, Conversational

Device: Phone, HMD, AR Glasses, VR controller/pointing device, headphones

	Preconditions

	Remote participant: Phone with connected VR controller. For render the phone has connected HMD and headphones.

Remote presenter: Phone with connected VR controller. For render the phone has connected HMD and headphones. Phone has document sharing enabled for sharing of the poster.

Physical auditors/presenters: Phone with connected Glasses and open headphones. Phone has a connected pointing device.  

Conference facilities: immersive audio and video capture.

	Requirements and QoS/QoE Considerations

	QoS: QoS requirements similar to MTSI requirements (conversational, RTP).

QoE: Immersive voice/audio and visual experience, Quality of the mixing of virtual objects into real scenes. 

	Feasibility

	<provides a summary on how such a use case can be implemented today, including references> TBD

	Potential Standardization Status and Needs

	<identifies potential standardization needs> TBD


6.8
Real-time 3D Communication
	Use Case Description: Real-time 3D Communication (from S4-181465)

	Alice uses her mobile phone to start a video call with Bob. After the call starts, Alice sees a button on her screen that reads “3D”. Alice clicks on the button to turn on the 3D mode on the video call app. Bob is able to see Alice’s head in 3D and he uses his thumb to rotate the view and look around Alice’s head.

	Categorization

	Type: 3D Real-time communication, AR
Degrees of Freedom: 3DoF+
Delivery: Real-time Communication
Device: Phone

	Requirements and QoS/QoE Considerations

	The following requirements are considered:
· High quality very low delay 3D reconstruction of Head/Face, e.g. resolution of the 3D head representation measured in number of faces/vertices

	Feasibility

	Advances in image and video processing together with the proliferation of front-facing depth sensors are going to enable real-time reconstruction of the call participants. To run in real-time, extensive hardware capabilities are required, such as multi-GPU or TPU processing. These operations may be performed in the network, e.g. by a media gateway or a dedicated processing engine. 

The representation of the call participant’s head can be done in Point Cloud format to avoid the expensive Mesh reconstruction operation. 

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Extension of the MTSI service to support dynamic 3D objects and their formats


6.9
AR guided assistant at remote location (industrial services)
	Use Case Name (from S4-181473)

	AR guided assistant at remote location (industrial services)

	Description

	· Pedro is sent to fix a machine in a remote location. 

· Fixing the machine requires support from a remote expert. 

· Pedro puts his AR 5G glasses on and turns them on. He connects to the remote expert, who uses a tablet or a touch-screen computer, or uses AR glasses, headphones, as well as a gesture acquisition device that is connected and coordinated with his glasses.

· The connection supports conversational audio and Pedro and the expert start a conversation.

· Pedro’s AR 5G glasses support accurate positioning and Pedro’s position is shared live with the expert such that he can direct Pedro in the location.

· The AR 5G glasses are equipped with a camera that also has depth capturing capability.

· Pedro activates the camera such that the expert can see what Pedro is viewing. 

· The expert can provide guidance to Pedro via audio but also via overlaying graphics to the received video content, by activation of appropriate automatic object detection from his application, and via drawing of instructions as text and/or graphics and via overlaying additional video instructions. In the case that the expert uses AR glasses, the expert can also identify the depth of the video sent by Pedro and more accurately place the overlay text or graphics.

· The overlaid text and/or graphics are sent to Pedro’s glasses and they are rendered to Pedro such that he receives the visual guidance from the expert on where to find the machine and how to fix it.

· Note: the video uplink from Pedro’s glasses might be “jumpy” as Pedro moves his head. A second camera and corresponding video uplink to show an overview video of Pedro and the machinery or alternatively a detailed video of the machinery functioning, is a help to the expert when performing this type of service.

	Categorization

	Type: AR

Degrees of Freedom: 2D video with dynamic AR rendering of graphics (6DoF)

Delivery: Local, Streaming, Interactive, Conversational

Device: 5G AR Glasses, 5G touchscreen computer or tablet

	Preconditions

	· AR 5G Glasses

· 5G connectivity and positioning

· Real time communication

	Requirements and QoS/QoE Considerations

	· Accurate user location (indoor/outdoor) (to find machine or user location) 

· Low latency

	Feasibility

	· Vuzix Blade AR glasses with WiFi connectivity to a smartphone with 4G connectivity

· Specific applications

	Potential Standardization Status and Needs

	· 5G connectivity: ongoing 3GPP standardization

· 5G positioning: ongoing 3GPP standardization – API required for sharing with low latency

· MTSI regular audio between Pedro and expert
· MTSI 2D video call from Pedro to expert, potentially a second video source as help for the expert.
· Pedro received video + graphics (manuals, catalogs, manual indications from the expert, object detection) + overlaid video rendering either in the network or locally


6.10
Police Critical Mission with AR
	Use Case Name (from S4-181389)

	use case proposal: Police Critical Mission with AR

	Description

	· A squad team of police officers (Hugo, Paco and Luis) are sent to a dangerous location to perform a task, for instance, a rescue mission
· Each team member is equipped with a helmet with:

· AR displays (or AR Glasses), 

· stereo headphones with embedded microphones for capturing the surrounding sound and a microphone for conversational purposes (see audio sub- use case below)

· VR360 camera, e.g. double fish eye or a more advance camera array in such way that are located in surface of the helmet (for safety reasons)

· 5G connectivity and very accurate 5G location

· Each team member can talk each other via PTT or duplex communication

· Each team capture and deliver VR video with extremely low latency to central police.

· A lower quality may be sent to lower the latency requirement

· A high quality is stream up for recording purposes

· Surround sound maybe capture as well.

· The squad team can be backed up by one or more drones relaying 360 VR video, hyper-sensorial data, and enabling XR haptics.

· Squad team members can augment their surroundings with drone data.

· Squad team members can extend their physical presence by taking over control of one or more drones.

· Police central operations can extend their physical presence by taking over control of one or more drones.

· At the police central facilities, they can see each VR360 camera and have communication to all members of the team

· Each squad team may have a counterpart (person) who is monitoring VR360 camera using HMD so can assist for dangerous situation outside of its field of view. This may be an automated process too that signal Graphics information of an incoming danger.

· The central facilities may share additional information to every team member such maps, routes, location of possible danger and additional information via text or simple graphics

· Each team member shared their accurate positioning to each team and can be displayed/indicated in the AR display (e.g. showing that someone is behind a wall)

· Each camera VR capture is analyzed in real time to identify moving objects and shared to others team members (as point above)

Audio
· Each team communicates via microphone, and automatic Speech to text can be generated so it is rendered in AR display in case of noisy conditions

· Stereo communication is needed to enhance the intelligibility 

· Since each team is wearing stereo headset

· Microphones are place near speakers to capture the surround noise and it is feedback (with no latency) to each earpiece.

· The receiving audio of each team member is 3D spatially placed (e.g. in front or in the direction where the other team members are located) so the user does not get distracted from the surround sound environment. (this audio is mixed with the microphone feedback)

	Categorization

	Type: AR, VR

Degrees of Freedom: 3DoF to 6DoF

Delivery: Local, Streaming, Interactive, Conversational

Device: 5G AR Glasses/Helmet, VR camera/microphone, Audio stereo headset, 5G accurate positioning

	Preconditions

	· AR 5G Glasses/Helmet

· VR camera and microphone capture 

· 5G connectivity and positioning

· Real time communication

· One or more drones relaying 360 VR video, hyper-sensorial data, and enabling XR haptics

	Requirements and QoS/QoE Considerations

	· Accurate user location (indoor/outdoor) 

· Low latency

· High bandwidth



	Feasibility

	· TBA

	Potential Standardization Status and Needs

	· 5G connectivity with dedicated slices for high resilience on critical communications
· 5G positioning
· MTSI/MCPTT SWB/FB voice communication

· MTSI/FLUS uplink 3D audio 

· MTSI/FLUS uplink VR

· Downlink AR video with overlaid graphics with local/cloud computation and rendering
· Downlink AR audio with mixed-in 3D audio objects with local/cloud computation and rendering


6.11
VR based interactive service
	Use Case Name (from S1-183699 and S4-181482)

	1. VR based interactive service
2. 

	Description

	it’s proposed to support high quality interactive service, e.g. interactive gaming, based on VR devices between UEs who might be in proximity with each other or in non-proximity with each other, the number of user would be 2 to [10], while the VR device could support [8K] resolution and 120fps content.  


	Categorization

	Type: AR, VR, XR, MR

Degrees of Freedom: 3DoF at least
Delivery: Local, Interactive 
Device: Phone, HMD, Glasses, others

	Preconditions

	<provides conditions that are necessary to run the use case, for example support for functionalities on the end device or network>
it would be good to support direct communication between a group of UEs to support high data rate and low latency.


	Requirements and QoS/QoE Considerations

	<provides a summary on potential requirements as well as considerations on KPIs/QoE as well as QoS requirements>
As mentioned above, the requirements would be:


1. Support VR based devices with [8K] resolution and 120fps content;
2. Support 2 to [10] users






	Feasibility

	<provides a summary on how such a use case can be implemented today, including references>
For the interactive service, a group of VR based device locally can be connected together via wired cable, and some high quality VR gaming can be achieved.



	Potential Standardization Status and Needs

	<identifies potential standardization needs>
VR based NCIS service: Supporting high quality data transmission via direct link between a group of UEs who are in proximity and share the same NCIS session



6.12
Cloud rendering for games
	Use Case Name (from S1-183699 and S4-181482)

	Cloud rendering for games

	Description

	it’s proposed to support cloud rendering for VR gaming. And the requirements would be supporting frame rate not lower than 60 FPS and resolution not lower than 8K, less than 5 ms two-way end-to-end latency (UL+DL), and packet loss rate less than [10E-4].

	Categorization

	Type: AR, VR, XR, MR

Degrees of Freedom: 3DoF at least
Delivery: Local, Interactive 
Device: Phone, HMD, Glasses, others

	Preconditions

	<provides conditions that are necessary to run the use case, for example support for functionalities on the end device or network>
it would be good to support edge computing like function in the network for rendering of VR gaming especially for the case when FPS is high.

	Requirements and QoS/QoE Considerations

	<provides a summary on potential requirements as well as considerations on KPIs/QoE as well as QoS requirements>
As mentioned above, the requirements would be:

1. Support frame rate not lower than 60 FPS and resolution not lower than 8K 

2. Support less than5 ms two-way end-to-end latency (UL+DL)
3. Support packet loss rate less than [10E-4]

	Feasibility

	<provides a summary on how such a use case can be implemented today, including references>
For rendering of games, rendering can be performed by gaming device and wired cable can be used.   The gaming device require high processing capability for rendering.

	Potential Standardization Status and Needs

	<identifies potential standardization needs>
Cloud rendering for games: Support high bandwidth and low latency transmission between UE and cloud side via either direct link/PC5 or Uu link.
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