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1. Introduction

The IVAS codec, with its target use cases of immersive telephony, immersive conferencing and VR/immersive content distribution will be offered over a wide range of devices, endpoints and network nodes. These include mobile phone, tablet, laptop/desktop computers, conference phone, conference room, VR/AR gear, and home theatre. For the IVAS immersive conferencing use case, the source previously provided a detailed discussion [1]. Additionally, the source has previously provided a detailed discussion of IVAS end-to-end processing [2] in the context of multiple endpoint types.
The devices/endpoints that run IVAS may have various acoustic interfaces for sound capture and render. For instance, a mobile phone may be operated in various modes from handset to headset to various kinds of handsfree modes with and without external microphones or loudspeakers. Likewise, any of the listed devices/endpoints may employ one or multiple built-in or connected microphones/loudspeakers of various kinds and configured in various setups. 
In this contribution, the source considers situations where the endpoint device capabilities are ambiguous or cannot be resolved. It concludes that a reasonable way to address this issue is to add a design constraint requiring that it be possible to render an IVAS bitstream to a lower presentation mode as needed.
2. Discussion

The choice of the audio presentation to be coded may be done in response to send- and receive-side device capabilities. For instance, depending on send device capabilities, the encoder may not have access to a spatial ingest signal; i.e. it may only be provided with a mono or a stereo signal. Likewise, end-to-end capability exchange or a corresponding codec mode request may have indicated that the receiving end has certain render limitations making it unnecessary to encode and transmit a spatial audio signal. In other scenarios, there may be an explicit request for spatial audio. 

However, there are also cases where end-to-end capability exchange cannot fully resolve the remote device capabilities. One example is when the encode point does not have information as to whether the decoded presentation will be to a single mono speaker, stereo speakers or headphones. The actual render scenario may also vary during a service session, for instance with connected playback equipment that may change, such as connection or disconnection of headphones to a mobile phone. Another such case is where there is no end-to-end capability exchange since the sink device is not connected during the IVAS encoding session; this may happen for voice mail service or in (user generated) VR content streaming services. Yet another important scenario where receive device capabilities are unknown is when a single encode needs to support multiple endpoints. For instance, in an IVAS conference or VR content distribution use case, one endpoint might be using a headset and another might render to stereo speakers, yet it would be advantageous to be able to supply a single encode to both endpoints, as it would reduce complexity in the encode side and may also reduce required aggregate network bandwidth.
A straightforward though less desirable way to support these cases would be to always assume the lowest 


receive device capability, i.e. mono, and to select a corresponding audio operation mode. However, it is more sensible to require that the IVAS codec, even if operated in a presentation mode supporting spatial, binaural, or stereo audio can always produce a decoded audio signal that can be presented on devices with respectively lower audio capability. In other words, a signal encoded as a spatial audio signal shall also be decodable for binaural, stereo and mono render. Likewise, a signal encoded as binaural shall be decodable as stereo or mono, and a signal encoded as stereo shall be decodable for mono presentation. As an illustration, assuming IVAS conferencing, a call server should only need to implement a single encode and send the same encode to multiple endpoints, some of which may support binaural presentation and some of which may be stereo-only. This may correspond to the case where a single two-channel encode should support stereo rendering on UEs with stereo speakers as well as immersive rendering with binaural presentation on other UEs that are using stereo headphones. 

3. Conclusion and Proposal

Based on the above discussion, it is suggested that the IVAS codec should support the following audio presentations:
· Mono – conventional mono representation
· Stereo – conventional stereo with left-only and right-only component signals (LoRo)

· Binaural – binauralised presentation of spatial audio (LbRb) intended for direct reproduction via headphones.
· Spatial – fully spatial representation suitable for rendering by an external binaural headphone renderer or an external immersive loudspeaker renderer.
The following additional behaviour should be required:
· Each coded audio presentation must also support decoding to all respectively simpler presentation modes. This means that the stereo mode must not exclude mono presentation, i.e. the binaural presentation must support stereo (LoRo) and mono decoding and rendering, and that there must be the possibility to render a spatial audio signal in binaural (LbRb), stereo (LoRo) and mono.      
Section 4 makes a proposal to add the corresponding design constraints to the present draft of the IVAS-4 [3] permanent document. 
4. Suggested IVAS-4 edits

The source proposes to merge the above design constraints with the present draft of the IVAS-4 permanent document as follows:

	Audio Formats


	The IVAS codec shall support the following [input] formats:

· Channel-based audio, including mono (1.0), stereo (2.0), surround (5.1 and 7.1), [surround + height (5.1+4 and 7.1+4), TBD]

· Scene-based audio, first-order (FOA) and up to [N]-order ambisonics. 

Note: ACN component ordering and SN3D normalization.

· [Spatial audio, [N] channels and spatial metadata defined by [TBD].]

[Editor’s Note FFS: Spatial metadata definition for the spatial audio format will require further input.]
· Object-based audio, with support for at least [TBD] individual [mono] object streams. Each audio object shall be defined by [TBD metadata parameters].

[In addition, the IVAS codec shall support combinations of the above, totalling to no more than [TBD] audio streams. 

Note: It will be necessary to specify how capture/presentations could be achieved in mobile communications.]

	Audio presentations
	The IVAS core codec shall support the following audio presentations:

· Mono

· Stereo (LoRo)

· Binaural (LbRb)

· Spatial

Note: Each audio presentation must also support rendering to all respectively simpler presentations.
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