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1. [bookmark: _Toc504713888]Introduction
This document proposes some XR call use cases to be included into the next version of TR 26.928.
1. Proposed Use Cases
1. AR face-to-face calls
	Use Case Description

	Anne is video chatting with her friend Bob using the front camera of the smartphones. In order to let Bob see some special effects on her face, Anne turned on the AR function. Bob saw Anne's face turned into a cute bunny on his own device, and the facial features were exactly the same as real Anne.

	Categorization

	Type: AR
Degrees of Freedom: 6DoF
Delivery: Real-time Call/Conference
Device: Phone

	Preconditions

	· Anne’s phone is equipped with 3D capturing capabilities, such as front depth camera.
· Anne’s phone or the media server (such as MRFP) supports face identification, 3D modeling, and facial reenactment in real-time.

	Requirements and QoS/QoE Considerations

	· QoS: video streaming and point cloud transport
· QoE: Quality of the 3D object representation, level of details

	Feasibility

	New smartphone releases, such as the Huawei Mate20, are equipped with a depth camera that can be used to build accurate 3D models of objects of interest.
3D modeling and facial reenactment can be done autonomously on the sending end relying on the capturing device, or it can employ more powerful network computing capabilities to achieve complex effects, as long as the additional delay is low enough to meet the conversational service requirements.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:
· Standardized formats for 3D video based on meshes, point clouds, and/or depth-layered video
· Extensions to MTSI and Telepresence for support of 3D video based on meshes, point clouds, and/or depth-layered video



1. Remote maintenance AR calls
	Use Case Description

	Ben is a field worker at a mechanical repair company, working to inspect and repair many kinds of machines that may have problems in various parts of the city. Ben wears a pair of professional-grade AR glasses. When encountering an unrecognized equipment failure, Ben gives an AR call to Mike, the technical instructor who is in the company's office building. Immersive 3D video is captured by a depth camera equipped within the AR glasses, while the microphone array provides 3D spatial audio around Ben.
Mike wears AR glasses and headphones in his office to analyze the immersive information sent back in real time, and wears a gesture acquisition device that is connected and coordinated with his glasses. Using his expertise, Mike locates the problem within the machine and tells Ben how to repair it by marking on the immersive content, while providing extra information for Ben with speech.
Ben sees the AR tag information superimposed on the real device in real time at his work location and hears Mike's instructions to complete the repair task smoothly.

	Categorization

	Type: AR, MR
Degrees of Freedom: 6DoF
Delivery: Local, Messaging, Real-time Call/Conference
Device: AR glasses

	Preconditions

	· Ben’s AR glasses are equipped with 3D capturing capabilities, such as front depth camera
· Media server (such as MRFP) supports object identification, 3D modeling spatial positioning (such as SLAM) in real-time.

	Requirements and QoS/QoE Considerations

	· QoS:
(1) File of a few MB distributed over MMS
(2) Video call with point cloud
· QoE: Quality of the 3D object representation, level of details

	Feasibility

	The identification of special objects, professional data-assisted AR rendering, will need to be combined with complex data processing in the background, more suitable for execution on the media server, not at the UE side.
Finer rendering and real-time processing require a lot of computing power, from the aspects of computing power, power consumption, heat generation, etc., more suitable for execution on the media server, not at the UE side.
To achieve physically-based rendering (PBR), additional characteristics of the 3D object’s texture are stored. These may include properties such as specular, diffuse, transparency, reflectivity, etc.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:
· Standardized format for 3D objects
· Standardized format for mixed reality 3D scenes
· Extensions to MMS to support sharing of 3D objects and scenes
· Standardized formats for 3D video based on meshes, point clouds, and/or depth-layered video
· Extensions to MTSI and Telepresence for support of 3D video based on meshes, point clouds, and/or depth-layered video



1. Video conferencing with AR calls
	Use Case Description

	Anne is holding a video conference call with colleagues who are miles away. These colleagues are in a conference room with human body 3D model capture and collection devices. The 3D image of each participant is separated from the background by the camera in real time and compressed and transmitted in the form of a point cloud. Multiple microphones mounted on the camera simultaneously capture 3D audio of the space.
Anne is wearing a pair of professional AR glasses and headphones at home to participate in the conference. Each colleague's immersive image and the emitted sound containing the orientation are reproduced by the AR device in the room where Anne is located, and the location of each participant in the current room is determined in conjunction with the original location.
At the same time, a camera with a microphone is aimed at Anne, and the information collected in real time is transmitted to the company meeting room. Colleagues see images of Anne through a traditional TV or tablet.

	Categorization

	Type: AR, MR
Degrees of Freedom: 6DoF
Delivery: Real-time Call/Conference
Device: Phone, AR Glass, VR HMD (some participant may using VR HMD)

	Preconditions

	· Phone is equipped with 3D capture capabilities, such as front depth camera
· Media Server(such as MRFP) supporting portrait/face identification, 3D modeling spatial positioning(such as SLAM), rendering in real-time

	Requirements and QoS/QoE Considerations

	· QoS: Video conferencing with point cloud
· QoE: Quality of the 3D object representation, level of details

	Feasibility

	For a better experience, such as the exchange of eye contacts and expressions between participants, it is necessary to support AR/VR HMD removal and real-time facial reconstruction.
Finer rendering and real-time processing require a lot of computing power, from the aspects of computing power, power consumption, heat generation, etc., more suitable for execution on the media server, not at the UE side.
To achieve physically-based rendering (PBR), additional characteristics of the 3D object’s texture are stored. These may include properties such as specular, diffuse, transparency, reflectivity, etc.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:
· Standardized format for 3D objects
· Standardized format for mixed reality 3D scenes
· Extensions to MMS to support sharing of 3D objects and scenes
· Standardized formats for 3D video based on meshes, point clouds, and/or depth-layered video
· Extensions to MTSI and Telepresence for support of 3D video based on meshes, point clouds, and/or depth-layered video
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