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Introduction
We introduce the status of ongoing MPEG-I PCC work at MPEG.
1. Point Cloud Compression in MPEG 3DGC WG
1.1 CfP and Standardization progress

The ISO/IEC SC29 WG11 called the proposals for Point Cloud Compression [1] at its 118th meeting on April of 2017. The Call for Proposal had detailed test conditions and parameters for lossless and lossy compression for combination of geometry with no attribute or with color attributes. Also test material was classified as category 1 (static objects and scene), category 2 (dynamic objects) and category 3 (frame-based and fused).

3D Graphics Working Group reviewed the submitted proposals then issued the first version of Working Draft at April of 2018, got into Committee Draft at October of 2018, and expected to get Final Draft International Standard at October of 2019.
1.2 ISO/ISO 23090-5 Point Cloud Compression

This document presents brief introduction of point cloud compression mostly based on output document from MPEG [2] with additional explanation for XR 5G use cases.
2. Point Cloud Compression
2.1 Architecture of Encoder and Decoder

Technical details of each new coding method are described in the following sub-sections. The descriptions of encoding strategies are also provided. A following block structure is used for encoding input Point cloud frame in Test Model:
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Fig. 1: PCC Encoder block diagram
and decoding Compressed Point cloud bitstream in Test Model.
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Fig. 2: PCC Decoder block diagram
2.2 3D to 2D decomposition

The patch generation process aims at decomposing the point cloud into a minimum number of patches with smooth boundaries, while also minimizing the reconstruction error. 

Each point is associated with a corresponding plane of a point cloud bounding box. Each plane is defined by a corresponding normal:

· (1.0, 0.0, 0.0), 

· (0.0, 1.0, 0.0), 

· (0.0, 0.0, 1.0),

· (-1.0, 0.0, 0.0), 

· (0.0, -1.0, 0.0), 

· (0.0, 0.0, -1.0).

Projection estimation description is demonstrated on figure 3.
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Fig. 3: Projection on Point cloud bounding box
The initial clustering is then refined by iteratively updating the cluster index associated with each point based on its normal and the cluster indices of its nearest neighbors. The final step consists of extracting patches by applying a connected component extraction procedure.
2.3 Packing

The process of creating a geometry and texture map is performing efficient patch allocation for 2D grid with a used-defined minimum size block TxT. Corresponding value (T) shall be sent to the decoder. Packing method in TMC 2 is an exhaustive search algorithm.
2.4 Depth and Texture Images
The image generation process exploits the 3D to 2D mapping computed during the packing process to store the geometry and texture of the point cloud as images. In order to better handle the case of multiple points being projected to the same sample, each patch is projected onto two images, referred to as layers.
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Fig. 4: Example of layer projection structure
Geometry is represented by a frame of WxH in YUV420-8bit format, note that the geometry video is monochromatic.

Texture is represented by a frame of WxH in YUV420-8bit format. The texture generation procedure exploits the reconstructed/smoothed geometry in order to compute the colors to be associated with the re-sampled points.
2.5 Occupancy Map
The occupancy map consists of a binary map that indicates for each cell of the grid whether it belongs to the empty space or to the point cloud.

Occupancy map is represented by a frame of WxH in YUV420-8bit format, not that the occupancy video is monochromatic.
2.6 Patch Auxiliary Information
The following metadata is encoded/decoded for every patch:

· Index of the projection plane 

· 2D bounding box
· 3D location of the patch represented in terms of depth, tangential shift and bi-tangential shift.
2.7 2D Video encoding
The generated images/layers are stored as video frames and compressed using the HM video codec according to the HM configurations provided as parameters.

2.7.1 Lossless Video compression for Geometry and Texture
Input point cloud is compressed either in a lossless manner or lossy manner. HM-16.18+SCM-8.7 is used for lossless representation.

2.7.2 Lossy Video compression for Geometry and Texture
HM-16.18+SCM-8.7 video codec is used for lossy compression for texture and geometry video. And HM-16.18+SCM-8.7 (scc) is used for occupancy map lossy coding.
3. Point Cloud Contents and Compression Ratio
Test Model for PCC provides lossless/lossy compression for all Intra or inter prediction. The compression ratio of TM for PCC is as follows:
	
	
	
	Mbps
	Compression ratio

	Original
	1652.79
	

	Lossless
	All Intra
	338.07
	4.89

	
	Inter
	329.55
	5.02

	Lossy
	All Intra

 

 

 

 
	R1
	4.01
	412.09

	
	
	R2
	6.48
	255.00

	
	
	R3
	11.00
	150.27

	
	
	R4
	19.78
	83.57

	
	
	R5
	35.25
	46.89

	
	Inter

 

 

 

 
	R1
	2.38
	695.61

	
	
	R2
	3.37
	489.96

	
	
	R3
	5.24
	315.20

	
	
	R4
	9.32
	177.31

	
	
	R5
	19.39
	85.26


Table 1: Performance of Test Model for PCC
4. Proposal
We propose to include clauses 2 and 3 of this document in clause 7, Media Processing Functions and Media Formats for Extended Reality, of [3].
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