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WG11 would like to inform 3GPP/SA4 of its ongoing work in MPEG-I Immersive Audio Coding.  MPEG-I seeks to provide an immersive virtual audio and visual experience to users wearing a head-mounted visual display (HMD) and audio headphones (or using loudspeakers). The user’s view and perception of the virtual reality (VR) is responsive to user motion (i.e. position and orientation), and interaction with selected virtual items. In a similar way, MPEG-I will support augmented reality (AR) in which virtual objects and associated sounds are placed in the user’s view of the physical world. The project will use the existing MPEG-H 3D Audio Low Complexity Profile (ISO/IEC 23008-3) as a compression engine, and the to be standardized technology MPEG-I Immersive Audio (ISO/IEC 23090-4), as an audio rendering engine. 

[bookmark: _GoBack]In the case of multiple users in a VR world, or even users outside of it, WG11 will support users speaking with other users via a low-latency communications channel. Modules supporting this functionality are shown in purple in the MPEG-I Audio architecture figure below. WG11 envisions that a remote user’s audio signal and associated metadata (such as position and orientation) will be received by the local MPEG-I Audio rendering engine via a standardized, normative interface (located at output of Low-Delay Decoder, and at the output of the Multi-User Data module, below), but that the means for compressing and conveying the remote user’s audio signal would be out of scope. This audio may be immersive, and may carry audio and metadata together in one stream. While WG11 has standardized communications codecs that might be appropriate (e.g. MPEG-4 Low Delay AAC), other communications codecs such as those standardized by 3GPP could also be used.

[image: ]
WG11 is currently formulating an architecture and requirements for MPEG-I Audio, as shown above, and envisions a Call for Proposals for MPEG-I Audio technology sometime in 2019, potentially leading to an MPEG-I Audio standard as early as 2021.

WG11 hopes that this information is of interest to 3GPP. Furthermore, WG11 kindly asks 3GPP to keep WG11 informed of work done in 3GPP/SA4 on standardization for VR applications.
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(*) MPEG-H 3DADecoder is defined as the core decoder of the MPEG-H 3D Audio Low Complexity (LC) Profile receiving as input in the form of

an MHAS stream and providing as output decoded PCM audio (channels, objects HOA) together with all metadata available in the MHAS packets.




